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Preface

In this work, a problem from the qualitative theory of almost periodic difference and
differential equations is solved. More precisely, using special constructions of almost pe-
riodic (and limit periodic) sequences and functions, non-almost periodic solutions of almost
periodic homogeneous linear difference and differential systems are studied. The aim is
to find systems, whose all solutions can be almost periodic, and to prove that, in any
neighbourhood of such a system, there exists a system which does not possess an almost
periodic solution other than the trivial one.

All results presented in this work are due to the author and are taken from papers
denoted as (2)–(5), (7), (9), (13), (18), and (21) on pages 168–169. Note that four of
the papers have a co-author, namely P. Hasil. In all cases, the contributions of the both
authors are equivalent. Certain parts of this work are also taken from the Ph.D. thesis of
the author (see (PhD) or directly papers (2)–(5)).

The history and basic motivation of the treated topic are included at the beginnings
of chapters and sections. For reader’s convenience, the end of each proof, example, and
remark is identified by symbol �, ♦, and 4, respectively. The used notations are collected
in sections titled Preliminaries. Definitions, theorems, lemmas, corollaries, examples, and
remarks are numbered consecutively within each chapter.

Brno, September 21, 2015

Michal Veselý
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Abstracts

Chapter 1: We introduce the notions of almost periodic and limit periodic sequences in
pseudometric spaces. Especially, we modify the Bochner definition of almost periodicity so
that it remains equivalent with the Bohr one. We present an easily modifiable method for
constructing almost periodic and limit periodic sequences with prescribed properties. We
apply the method to construct an almost periodic homogeneous linear difference system
which does not have any non-trivial almost periodic solution.

Chapter 2: Almost periodic homogeneous linear difference systems are analysed, where
the coefficient matrices belong to a group. The goal is to find such groups that the systems
having no non-trivial almost periodic solution form a dense subset of the set of all considered
systems. A closer examination of the used methods reveals that the problem can be treated
in such a generality that the entries of the coefficient matrices are allowed to belong to any
complete metric field. The concepts of transformable and weakly transformable groups
of matrices are introduced and these concepts enable us to derive efficient conditions for
determining matrix groups with the required property.

Chapter 3: Limit periodic sequences with values in pseudometric spaces are consi-
dered. We construct limit periodic sequences with given values. For any totally bounded
and countable set, we find a limit periodic sequence which attains each value from this set
periodically. For any totally bounded countable set which is dense in itself, we construct
a limit periodic bijective map from the integers into this set. The corresponding results
about almost periodic sequences are explicitly formulated as well. As corollaries, we obtain
new results about non-almost periodic solutions of complex almost periodic transformable
difference systems.

Chapter 4: As in Chapter 2, we study homogeneous linear difference systems, where
the coefficient matrices belong to a bounded group. Now we consider limit periodic systems
and we find groups of matrices with the property that the systems, which do not possess
non-zero asymptotically almost periodic solutions, form a dense subset in the space of all
considered systems. Since the used method is substantially different from the processes
applied in Chapter 2, we obtain new results also for almost periodic systems.
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Chapter 5: We introduce almost periodic and limit periodic functions with values
in a pseudometric space X . We mention the Bohr and the Bochner definition of almost
periodicity and the fundamental properties of almost periodic functions. In particular, we
prove the equivalence of the Bohr and the Bochner concept and we briefly describe the
connection between almost periodic functions and sequences. Similarly as in Chapter 1,
we present a modifiable method for constructing almost periodic functions in X .

Chapter 6: We analyse solutions of almost periodic skew-Hermitian and skew-sym-
metric homogeneous linear differential systems. It is known that the systems, whose all
solutions are almost periodic, form an everywhere dense subset in space of all almost pe-
riodic skew-Hermitian or skew-symmetric systems (in the uniform topology). Applying
a construction from Chapter 5, we prove that, in any neighbourhood of an almost periodic
skew-Hermitian system, there exists a different almost periodic skew-Hermitian system
which does not possess a non-trivial almost periodic solution. In addition, using a modifi-
cation of the iterative process presented in Chapter 5, we obtain the same result for almost
periodic skew-symmetric systems as well.

Chapter 7: In pseudometric spaces, limit periodic and almost periodic functions with
given values are constructed. More precisely, for an arbitrary uniformly continuous function
which attains finitely many values on Z and whose range is totally bounded, we construct
an almost periodic function with the same range on Z and R which attains all value
periodically. In addition, if the uniformly continuous function with a totally bounded range
attains a value periodically, then we prove that the resulting function can be constructed
as limit periodic.
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Chapter 1

Almost periodic and limit periodic
sequences in pseudometric spaces

In this chapter, we introduce the notions of limit periodicity and (asymptotic) almost
periodicity for sequences in a general pseudometric space. At first, we mention the arti-
cle [65] by K. Fan which considers asymptotically almost periodic sequences of elements
of a metric space (based on the Fréchet concept from [74, 75]) and the article [177] by
H. Tornehave about almost periodic functions of the real variable with values in a metric
space. In these papers, it is shown that many theorems which are valid for complex valued
sequences and functions are no longer true. For continuous functions, it is observed that
the important property is the local connection by arcs of the space of values and also its
completeness.

However, we do not use their results or other theorems and we introduce the con-
sidered generalizations of periodic sequences in pseudometric spaces without any additional
restrictions; i.e., the definitions are similar to the classical ones, only the modulus being
replaced by the distance. We can also refer to [88, 131, 132, 147, 186, 189]. We add that the
concept of almost periodic functions of several variables with respect to Hausdorff metrics
can be found in [165] which is an extension of [60] (see also [61], [149]).

In Banach spaces, a sequence {ϕk}k∈Z is almost periodic if and only if any sequence
of translates of {ϕk} has a subsequence which converges and its convergence is uniform
with respect to k in the sense of the norm. In 1933, the continuous case of the previous
result was proved by S. Bochner in [22], where the fundamental theorems of the theory of
almost periodic functions with values in Banach spaces are proved as well (see, e.g., [6], [7,
pp. 3–25] or [111], where the theorems are redemonstrated by the methods of the functional
analysis). We remark that the discrete version of this result can be proved similarly as
in [22] (or see directly papers [156, 179]).

In pseudometric spaces, it is easy to show that the above result is not generally true.
Nevertheless, by a simple modification of the Bochner proof of this result, one can verify
that a necessary and sufficient condition for a sequence {ϕk}k∈Z to be almost periodic is
that any sequence of translates of {ϕk} has a subsequence satisfying the Cauchy condition
uniformly with respect to k.

6



1.1 Preliminaries 7

In this chapter, we also analyse systems of the form

xk+1 = Ak · xk, k ∈ Z (or k ∈ N0),

where {Ak} is almost periodic. The aim is to prove that there exists a system of the
above form which does not have an almost periodic solution other than the trivial one (see
Theorem 1.38 below). A closer examination of the method used in our construction reveals
that the problem can be treated in possibly the most general setting:

almost periodic sequences attain values in a pseudometric space;

the entries of almost periodic matrices are elements of an infinite ring with a unit.

Note that many theorems about the existence of almost periodic solutions of general almost
periodic difference systems are published in [21, 83, 87, 163, 182, 186, 187, 189] and several
these existence theorems are proved there in terms of discrete Lyapunov functions. Here,
we can also refer to the monograph [183] and [190, Theorems 3.6, 3.7, 3.8]. For linear
systems with k ∈ N0, see [5, 168].

This chapter is organized as follows. In the first section, we mention the notation which
is used throughout the whole chapter. Section 1.2 presents the definitions of (asympto-
tically) almost periodic and limit periodic sequences in a pseudometric space, the above
necessary and sufficient condition for the almost periodicity of a sequence {ϕk}k∈Z, and
some basic properties of almost periodic sequences in pseudometric spaces.

In Section 1.3, we show a way one can construct limit periodic and almost periodic
sequences with given properties. We remark that our process is comprehensible and easily
modifiable and that methods of generating almost periodic sequences are mentioned in [138,
Section 4] as well.

Finally, in Section 1.4, we use results from the second and the third section to obtain
a theorem which plays an important role in Chapter 2, where it is proved that the almost
periodic homogeneous linear difference systems which do not have any non-zero almost
periodic solution form a dense subset of the set of all considered systems. Using our
constructions, we obtain generalizations of results from the paper of the author denoted
as (1) and from [176], where unitary and orthogonal systems are studied.

1.1 Preliminaries

As usual, R+ denotes the set of all positive reals, R+
0 the set of all non-negative real

numbers, and N0 the set of all natural numbers including the zero. Let X 6= ∅ be an
arbitrary set and let d : X × X → R+

0 be a pseudometric on X . For given ε > 0 and
x ∈ X , in the same way as in metric spaces, we define the ε-neighbourhood of x in X as
the set {y ∈ X ; d(x, y) < ε}. The ε-neighbourhood is denoted by Oε(x).

We consider sequences in X . The scalar (and vector) valued sequences are denoted
by the lower-case letters, the matrix valued sequences by the capital letters (X is a set
of matrices in this case), and each one of the scalar and matrix valued sequences by
symbols {ϕk}, {ψk}, {χk}.



1.2 Generalizations of pure periodicity 8

1.2 Generalizations of pure periodicity

Now we introduce the concept of (asymptotically) almost periodic and limit periodic
sequences in the pseudometric space X . We remark that the approach is very general and
that the presented theory of almost periodic sequences does not distinguish between x ∈ X
and y ∈ X if d(x, y) = 0.

1.2.1 Almost periodic sequences

We begin with a “natural” generalization of almost periodicity.

Definition 1.1. A sequence {ϕk} is called almost periodic if for any ε > 0, there exists
a positive integer p (ε) such that any set consisting of p (ε) consecutive integers (non-ne-
gative integers if k ∈ N0) contains at least one integer l with the property that

d(ϕk+l, ϕk) < ε, k ∈ Z (or k ∈ N0).

The number l is called an ε-translation number of {ϕk}. For any ε > 0, the set of all
ε-translation numbers of a sequence {ϕk} is denoted by T ({ϕk}, ε).

Remark 1.2. If X is a Banach space, then a necessary and sufficient condition for a
sequence {ϕk}k∈Z to be almost periodic is it to be normal ; i.e., {ϕk} is almost periodic if
and only if any sequence of translates of {ϕk} has a subsequence, uniformly convergent for
k ∈ Z in the sense of the norm. This result and Theorem 1.3 below are not valid if {ϕk} is
defined for k ∈ N0 and if we consider only translates to the right (consider X = R, ϕ0 = 1,
and ϕk = 0, k ∈ N). But, if we consider translates to the left, then the both results are
valid for k ∈ N0 as well. 4

It is seen that the result mentioned in Remark 1.2 is no longer valid if the space of
values fails to be complete. Especially, in a pseudometric space (X , d), it is not generally
true that a sequence {ϕk}k∈Z is almost periodic if and only if it is normal. Nevertheless,
applying the methods from any one of the proofs of the results [7, Statement (ζ)], [46,
Theorem 1.10], and [72, Theorem 1.14], one can easily prove that every normal sequence
{ϕk}k∈Z is almost periodic. Further, we can prove the next theorem (a generalization of
the theorem called the Bochner concept) which we will need later. We add that its proof
is a modification of the proof of [46, Theorem 1.26].

Theorem 1.3. Let {ϕk}k∈Z be given. For an arbitrary sequence {hn}n∈N ⊆ Z, there exists
a subsequence {h̃n}n∈N ⊆ {hn}n∈N with the Cauchy property with respect to {ϕk}, i.e., for
any ε > 0, there exists M = M(ε) ∈ N for which the inequality

d
(
ϕk+h̃i

, ϕk+h̃j

)
< ε

holds for all i, j, k ∈ Z, i, j > M , if and only if {ϕk}k∈Z is almost periodic.
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Proof. If any sequence of translates of {ϕk} has a subsequence which has the Cauchy
property, then {ϕk} is almost periodic. It can be proved similarly as [46, Theorem 1.10],
where it is not used that X is complete. To prove the opposite implication, we assume that
{ϕk} is almost periodic and we use the well-known method of the diagonal extraction.

Let {hn}n∈N ⊆ Z and ϑ > 0 be arbitrary. By Definition 1.1, there exists a positive
integer p such that, in any set {hn − p, hn − p + 1, . . . , hn}, there exists a ϑ-translation
number ln. We know that 0 ≤ hn − ln ≤ p for all n ∈ N. We put kn := hn − ln, n ∈ N.
Clearly, kn = c = const. (a constant value from {0, 1, . . . , p}) for infinitely many values
of n. Since

d (ϕk+hn , ϕk+kn) = d
(
ϕ(k+hn−ln)+ln , ϕk+hn−ln

)
< ϑ, k ∈ Z,

there exists a subsequence {h1
n} of {hn} and an integer c1 such that

d
(
ϕk+h1n

, ϕk+c1

)
< ϑ, k ∈ Z, n ∈ N. (1.1)

Consider now a sequence of positive numbers ϑ1 > ϑ2 > · · · > ϑn > · · · converging
to 0. From the sequence {ϕk+hn}, we extract a subsequence {ϕk+h1n

} which satisfies (1.1)
for ϑ = ϑ1. From this sequence, we extract a subsequence {ϕk+h2n

} for which an inequality
analogous to (1.1) is valid. Of course, c is not same, but it depends on the subsequence.
We proceed further in the same way. Next, we form the sequence {ϕk+hnn}n∈N. Assume
that ε > 0 is given and that we have 2ϑm < ε for m ∈ N. As a result, for i, j > m, i, j ∈ N,
we obtain

d
(
ϕk+hii

, ϕk+hjj

)
≤ d

(
ϕk+hii

, ϕk+cm

)
+ d

(
ϕk+cm , ϕk+hjj

)
< ε, k ∈ Z,

where cm is the number corresponding to the sequence {ϕk+hmn }n∈N and ϑm.

Corollary 1.4. Let p ∈ N be arbitrarily given and let {ϕk}k∈Z be almost periodic. For
any ε > 0, the set {lp; l ∈ N} ∩ T ({ϕk}, ε) is infinite.

Proof. It suffices to apply Theorem 1.3 for hn := pn, n ∈ N. Indeed, it holds

sup
k∈Z

d
(
ϕk+hi , ϕk+hj

)
= sup

k∈Z
d
(
ϕk+hi−hj , ϕk

)
, i, j ∈ N.

In Chapter 2, we consider almost periodic sequences in complete metric spaces. Thus,
we also need the following consequence of the so-called Bochner theorem.

Corollary 1.5. An arbitrary sequence {ϕk}k∈Z in a complete metric space is almost pe-
riodic if and only if, from any sequence of the form {{ϕk+hi}k∈Z}i∈N, where {hi}i∈N ⊆ Z,
one can extract a subsequence converging uniformly for k ∈ Z.

Many results about almost periodic sequences with values in C are extendable to se-
quences with values in a complete metric space (or in a pseudometric space). We mention
the following results which we will need later and which can be easily proved using methods
from the classical theory of almost periodic functions (see [7, 46] for the classical cases and,
e.g., [13] for generalizations). We also refer to [134, 189].
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Theorem 1.6. Let X1,X2 be arbitrary pseudometric spaces and Φ : X1 → X2 be a uni-
formly continuous map. If {ϕk} ⊆ X1 is almost periodic, then the sequence {Φ(ϕk)} is
almost periodic as well.

Proof. Taking ε > 0 arbitrarily, let δ(ε) > 0 be the number corresponding to ε from the
definition of the uniform continuity of Φ. Now, Theorem 1.6 follows from the fact that the
set of all ε-translation numbers of {Φ(ϕk)} contains the set of all δ(ε)-translation numbers
of {ϕk}, i.e., from the inclusion

T ({ϕk}, δ(ε)) ⊆ T ({Φ(ϕk)}, ε) .

Theorem 1.7. For every sequence of almost periodic sequences

{ϕ1
k}, . . . , {ϕik}, . . . ,

the sequence of lim
i→∞

ϕik is almost periodic if the convergence is uniform with respect to k.

Proof. The proof can be easily obtained by a modification of the proof of [46, Theo-
rem 6.4].

Theorem 1.8. Let (X , d) be a complete metric space. For an almost periodic sequence
{ϕk}k∈Z and an arbitrary sequence of integers h1, . . . , hi, . . . , there exists a subsequence
{h̃i}i∈N of {hi}i∈N such that

lim
j→∞

(
lim
i→∞

ϕk+h̃i−h̃j

)
= ϕk.

Proof. Since {ϕk} is normal, we know that there exists {h̄i}i∈N ⊆ {hi}i∈N for which
the sequence {{ϕk+h̄i}k∈Z}i∈N converges uniformly to an almost periodic sequence (see
Theorem 1.7), denoted as {ψk}. Applying Corollary 1.5 again, we obtain a subsequence
{h̃i}i∈N ⊆ {h̄i}i∈N with the property that the sequence {{ψk−h̃i}k∈Z}i∈N is uniformly con-
vergent. We denote the limit as {χk}.

Now we choose ε > 0 arbitrarily. We have

%
(
ψk−h̃i , χk

)
<
ε

2
, %

(
ψk, ϕk+h̃j

)
<
ε

2
, k ∈ Z,

if i, j > n (i, j ∈ N) for some sufficiently large n = n(ε) ∈ N. Thus, for all k ∈ Z, it is true

% (ϕk, χk) ≤ %
(
ϕk, ψk−h̃i

)
+ %

(
ψk−h̃i , χk

)
< ε.

Because of the arbitrariness of ε > 0, we get the identity {ϕk} ≡ {χk}.

Remark 1.9. It is possible to prove that a sequence {ϕk}k∈Z is almost periodic if and only
if every pair of sequences {hi}i∈N, {li}i∈N ⊆ Z have common subsequences {h̃i}i∈N, {l̃i}i∈N
with the property that

lim
j→∞

(
lim
i→∞

ϕk+h̃i+l̃j

)
= lim

i→∞
ϕk+h̃i+l̃i

pointwise for k ∈ Z. (1.2)
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In fact, condition (1.2) is necessary and sufficient in each one of the two modes of the
convergence; i.e., in the strongest version, this condition is necessary in the uniform sense
and sufficient in the pointwise sense. For almost periodic functions defined on R with values
in C, the above result is due to S. Bochner and it can be found in [23]. The proof from the
paper can be generalized for complete metric spaces (see [142, 143]). If this necessary and
sufficient condition is applied only to the case {li} ≡ {−hi} (as in Theorem 1.8), then one
gets a different class of sequences called almost automorphic sequences (for more details,
see [56, 151]; concerning the linear systems treated in Chapter 2, see [35, 126]). 4

Taking n ∈ N and using Theorem 1.3 (and Remark 1.2) n-times, one can easily prove
the corollaries below.

Corollary 1.10. Let sequences {ϕ1
k}, . . . , {ϕnk} be given. Then, the sequence {ψk} which

is defined by
ψk := ϕi+1

j for all considered k,

where k = jn+ i, j ∈ Z, i ∈ {0, . . . , n− 1}, is almost periodic if and only if all sequences
{ϕ1

k}, . . . , {ϕnk} are almost periodic.

Corollary 1.11. Let (X1, d1), . . . , (Xn, dn) be pseudometric spaces and {ϕ1
k}, . . . , {ϕnk} be

arbitrary sequences with values in X1, . . . ,Xn, respectively. The sequence {ψk}, with values
in X1 × · · · × Xn given by

ψk :=
(
ϕ1
k, . . . , ϕ

n
k

)
for all considered k,

is almost periodic if and only if each one of sequences {ϕ1
k}, . . . , {ϕnk} is almost periodic.

Corollary 1.12. Let ε > 0 be arbitrary and let the sequences {ϕ1
k}k∈Z, . . . , {ϕnk}k∈Z be

almost periodic. Then, the set

T ({ϕ1
k}, ε) ∩ · · · ∩ T ({ϕnk}, ε)

is relatively dense in Z.

We remark that it is possible to use Corollaries 1.10, 1.11, and 1.12 to obtain more
general versions of Theorems 1.23, 1.27, and 1.29 below.

1.2.2 Asymptotically almost periodic sequences

Now we mention the definition of asymptotic almost periodicity in pseudometric spaces.

Definition 1.13. A sequence {ϕk}k∈Z ⊆ X (or {ϕk}k∈N0 ⊆ X ) is asymptotically almost
periodic if for every ε > 0, there exist positive integers r(ε) and R(ε) such that any set
consisting of r(ε) consecutive integers contains at least one number l for which

d (ϕk+l, ϕk) < ε, k, k + l ≥ R(ε), k ∈ N.

Directly from Definition 1.13, we obtain the following theorem.
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Theorem 1.14. The range of any asymptotically almost periodic sequence is totally boun-
ded.

The Bochner theorem for asymptotically almost periodic sequences reads as follows.

Theorem 1.15. Let {ϕk}k∈Z ⊆ X or {ϕk}k∈N0 ⊆ X be given. The sequence {ϕk} is asymp-
totically almost periodic if and only if any sequence {ln}n∈N ⊆ N satisfying limn→∞ ln =∞
has a subsequence {l̄n}n∈N ⊆ {ln} such that, for any ε > 0, there exists L(ε) ∈ N with the
property that it holds

d
(
ϕk+l̄i , ϕk+l̄j

)
< ε, i, j > L(ε), k ∈ N.

Proof. See [65, Part 2].

Remark 1.16. In Banach spaces, a sequence is asymptotically almost periodic if and only
if it is the sum of an almost periodic sequence and a sequence vanishing at infinity (see,
e.g., [184]). 4

1.2.3 Limit periodic sequences

Finally, we define limit periodicity in X .

Definition 1.17. A sequence {ϕk}k∈Z ⊆ X (or {ϕk}k∈N0 ⊆ X ) is called limit periodic if
there exists a sequence of periodic sequences {ϕnk}k∈Z ⊆ X (or {ϕnk}k∈N0 ⊆ X ) for n ∈ N
such that limn→∞ ϕ

n
k = ϕk uniformly with respect to k ∈ Z (or k ∈ N0).

Remark 1.18. Of course, the periods of sequences {ϕnk} in Definition 1.17 do not need to
be the same for considered n. 4

Remark 1.19. In fact, limit periodic sequences coincide with the so-called semi-periodic
sequences. We refer to [17] (and to [8] in the continuous case). 4

Remark 1.20. In the literature, it is possible to find another definition of limit periodicity
which leads to a larger class of sequences. See, e.g., [59, 130]. We consider Definition 1.17
because it is the standard one in the theory of almost periodic functions (and we obtain
the strongest results in this case). See, e.g., [18, 46]. 4

Theorem 1.21. There exists an almost periodic sequence {fk}k∈Z ⊂ C (with respect to the
usual metric) which is not limit periodic.

Proof. It suffices to consider, e.g., the sequence {eik}k∈Z (or also [46, Theorem 1.27]).

Theorem 1.22. Any limit periodic sequence is almost periodic and any almost periodic
sequence is asymptotically almost periodic.

Proof. It suffices to consider Theorems 1.3, 1.7, and 1.15 together with Definitions 1.1,
1.13, and 1.17.



1.3 Constructions of almost periodic and limit periodic sequences 13

1.3 Constructions of almost periodic and limit pe-

riodic sequences

In this section, we prove several theorems which facilitate to find almost periodic and
limit periodic sequences having certain specific properties. In Theorem 1.23, we consider
sequences for k ∈ N0; in Theorem 1.25 and Corollary 1.26, sequences for k ∈ Z obtained
from almost periodic sequences for k ∈ N0; and, in Theorems 1.27 and 1.29, sequences
for k ∈ Z.

Theorem 1.23. Let ϕ0, . . . , ϕm ∈ X and j ∈ N be arbitrarily given. Let {rn}n∈N be an
arbitrary sequence of non-negative real numbers such that

∞∑
n=1

rn <∞. (1.3)

Then, any sequence {ϕk}k∈N0 ⊆ X , where

ϕk ∈ Or1
(
ϕk−(m+1)

)
, k ∈ {m+ 1, . . . , 2m+ 1},

ϕk ∈ Or1
(
ϕk−2(m+1)

)
, k ∈ {2(m+ 1), . . . , 3(m+ 1)− 1},

...

ϕk ∈ Or1
(
ϕk−j(m+1)

)
, k ∈ {j(m+ 1), . . . , (j + 1)(m+ 1)− 1},

ϕk ∈ Or2
(
ϕk−(j+1)(m+1)

)
, k ∈ {(j + 1)(m+ 1), . . . , 2(j + 1)(m+ 1)− 1},

ϕk ∈ Or2
(
ϕk−2(j+1)(m+1)

)
, k ∈ {2(j + 1)(m+ 1), . . . , 3(j + 1)(m+ 1)− 1},

...

ϕk ∈ Or2
(
ϕk−j(j+1)(m+1)

)
, k ∈ {j(j + 1)(m+ 1), . . . , (j + 1)2(m+ 1)− 1},

...

ϕk ∈ Orn
(
ϕk−(j+1)n−1(m+1)

)
, k ∈

{
(j + 1)n−1(m+ 1),

. . . , 2(j + 1)n−1(m+ 1)− 1
}
,

ϕk ∈ Orn
(
ϕk−2(j+1)n−1(m+1)

)
, k ∈

{
2(j + 1)n−1(m+ 1),

. . . , 3(j + 1)n−1(m+ 1)− 1
}
,

...

ϕk ∈ Orn
(
ϕk−j(j+1)n−1(m+1)

)
, k ∈

{
j(j + 1)n−1(m+ 1),

. . . , (j + 1)n(m+ 1)− 1
}
,

...

is almost periodic.
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Proof. Consider an arbitrary ε > 0. We need to prove that the set of all ε-translation
numbers of {ϕk} is relatively dense in N0. Using (1.3), one can find n(ε) ∈ N for which

∞∑
n=n(ε)

rn <
ε

2
. (1.4)

We see that
ϕk+(j+1)n(ε)−1(m+1) ∈ Orn(ε)

(ϕk),

ϕk+2(j+1)n(ε)−1(m+1) ∈ Orn(ε)
(ϕk),

...

ϕk+j(j+1)n(ε)−1(m+1) ∈ Orn(ε)
(ϕk)

(1.5)

if
0 ≤ k < (j + 1)n(ε)−1(m+ 1).

Next, from (1.5) it follows (consider i ∈ {(j + 1)n, . . . , (j + 1)n+1 − 1}, n ∈ N)

ϕk+(j+1)(j+1)n(ε)−1(m+1) ∈ Orn(ε)+rn(ε)+1
(ϕk),

ϕk+((j+1)2−1)(j+1)n(ε)−1(m+1) ∈ Orn(ε)+rn(ε)+1
(ϕk),

...

ϕk+i(j+1)n(ε)−1(m+1) ∈ Orn(ε)+rn(ε)+1+···+rn(ε)+n
(ϕk),

...

for k ∈ {0, . . . , (j + 1)n(ε)−1(m+ 1)− 1}. Therefore (consider (1.4)), we have

ϕk+l(j+1)n(ε)−1(m+1) ∈ O ε
2
(ϕk), 0 ≤ k < (j + 1)n(ε)−1(m+ 1), l ∈ N0. (1.6)

We put
q(ε) := (j + 1)n(ε)−1(m+ 1). (1.7)

Any p ∈ N0 can be expressed uniquely in the form

p = k(p) + l(p)q(ε) for some k(p) ∈ {0, . . . , q(ε)− 1} and l(p) ∈ N0.

Applying (1.6), we obtain

d
(
ϕp, ϕp+lq(ε)

)
= d

(
ϕk(p)+l(p)q(ε), ϕk(p)+l(p)q(ε)+lq(ε)

)
≤ d

(
ϕk(p)+l(p)q(ε), ϕk(p)

)
+ d

(
ϕk(p), ϕk(p)+(l+l(p))q(ε)

)
<
ε

2
+
ε

2
= ε,

(1.8)

where p, l ∈ N0 are arbitrary; i.e., lq(ε) is an ε-translation number of {ϕk} for all l ∈ N0.
The fact that the set {lq(ε); l ∈ N0} is relatively dense in N0 proves the theorem.
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Remark 1.24. From the proof of Theorem 1.23 (see (1.7) and (1.8)), for any ε > 0 and
any sequence {ϕk} considered there, we get the existence of n(ε) ∈ N such that the set of
all ε-translation numbers of {ϕk} contains {l(j + 1)n(ε)−1(m+ 1); l ∈ N}; i.e., we have

T ({ϕk}, n(ε)) :=
{
l(j + 1)n(ε)−1(m+ 1); l ∈ N

}
⊆ T ({ϕk}, ε) (1.9)

for every ε > 0. 4

From Remark 1.24 (see (1.9)), we immediately obtain that the resulting sequence {ϕk}
in Theorem 1.23 is actually limit periodic.

Theorem 1.25. Let {ϕk}k∈N0 be an almost periodic sequence and let {rn}n∈N ⊂ R+
0 and

{ln}n∈N ⊆ N be such that
rnln → 0 as n→∞. (1.10)

If for any n ∈ N, there exists a set T (rn) of some rn-translation numbers of {ϕk}
which is relatively dense in N0 and, for every non-zero l = l(rn) ∈ T (rn), there exists
i = i(l) ∈ {1, . . . , ln + 1} with the property that

ϕ(i−1)l+k ∈ Ornln (ϕil−k) , k ∈ {0, . . . , l}, (1.11)

then the sequence {ψk}k∈Z, given by the formula

ψk := ϕk for k ∈ N0; ψk := ϕ−k for k ∈ Z r N0, (1.12)

is almost periodic.
If for any n ∈ N, there exists a set T̃ (rn) of some rn-translation numbers of {ϕk}

which is relatively dense in N0 and, for every non-zero m = m(rn) ∈ T̃ (rn), there exists
i = i (m) ∈ {1, . . . , ln + 1} with the property that

ϕ(i−1)m+k ∈ Ornln (ϕim−k−1) , k ∈ {0, . . . ,m− 1}, (1.13)

then the sequence {χk}k∈Z, given by the formula

χk := ϕk for k ∈ N0; χk := ϕ−(k+1) for k ∈ Z r N0, (1.14)

is almost periodic.

Proof. We prove only the first part of Theorem 1.25. The proof of the second case (the
almost periodicity of {χk}) is analogous. Let ε > 0 be arbitrarily small. Consider n ∈ N
satisfying (see (1.10))

rnln <
ε

3
. (1.15)

We want to prove that the set T ({ψk}, ε) of all ε-translation numbers of {ψk} contains the
numbers {±l; l ∈ T (rn)}; i.e., we want to obtain the inequality

d (ψk, ψk±l) < ε, l ∈ T (rn), k ∈ Z, (1.16)

which proves the theorem because {±l; l ∈ T (rn)} is relatively dense in Z.
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First of all we choose arbitrary l ∈ T (rn). From the theorem, we have i = i(l). Without
loss of generality, we can consider only +l. (For −l, we can proceed similarly.) Because of
ln ∈ N and l ∈ T (rn), from (1.12) and (1.15) it follows

d (ψk, ψk+l) <
ε

3
, k /∈ {−l, . . . ,−1}, k ∈ Z. (1.17)

Let k ∈ {−l, . . . ,−1} be also arbitrarily chosen. Evidently, we have

k + (1− i)l ∈ {−il, . . . ,−(i− 1)l − 1}

and
d (ψk, ψk+l) ≤ d

(
ψk, ψk+(1−i)l

)
+ d

(
ψk+(1−i)l, ψk+l

)
= d

(
ϕ−k, ϕ(i−1)l−k

)
+ d

(
ϕ(i−1)l−k, ϕl+k

)
.

(1.18)

The number (i − 1)l is an (ε/3)-translation number of {ϕk}. It follows from (1.15) and
from i ≤ ln + 1. Therefore, we have

d
(
ϕ−k, ϕ(i−1)l−k

)
<
ε

3
. (1.19)

Using (1.11) and (1.15), we get

d
(
ϕ(i−1)l−k, ϕil+k

)
< rnln <

ε

3
.

Thus, it holds

d
(
ϕ(i−1)l−k, ϕl+k

)
<

2ε

3
. (1.20)

Indeed, (i − 1)l is an (ε/3)-translation number of {ϕk} (consider again (1.15) and the
inequality i− 1 ≤ ln).

Altogether, from (1.18), (1.19), and (1.20), we obtain

d (ψk, ψk+l) <
ε

3
+

2ε

3
= ε. (1.21)

Since the choice of k, l is arbitrary (see (1.17)), (1.21) gives (1.16).

Corollary 1.26. Let m ∈ N0, j ∈ N, the sequence {ϕk}k∈N0 be from Theorem 1.23, and
M > 0 be arbitrary.

If for all n > M , n ∈ N, there exists at least one i ∈ {1, . . . , j} satisfying

ϕi(j+1)n(m+1)+k = ϕ(i+1)(j+1)n(m+1)−k, k ∈ {0, . . . , (j + 1)n(m+ 1)}, (1.22)

then the sequence {ψk}k∈Z given by (1.12) is almost periodic.
If for all n > M , n ∈ N, there exists at least one i ∈ {1, . . . , j} satisfying

ϕi(j+1)n(m+1)+k = ϕ(i+1)(j+1)n(m+1)−k−1, k ∈ {0, . . . , (j + 1)n(m+ 1)− 1}, (1.23)

then the sequence {χk}k∈Z given by (1.14) is almost periodic.
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Proof. We put

rn :=
1

n
, ln := 1, T (rn) := T

(
{ϕk}, n

(rn
2

))
for all n ∈ N,

where T ({ϕk}, n(ε)) is defined in (1.9). Since we can assume that n (1/2) > M − 1, it
suffices to consider Theorem 1.25 and Remark 1.24 (using (1.22) and (1.23), we get (1.11)
and (1.13), respectively).

Theorem 1.27. Let ϕ0, . . . , ϕn ∈ X and j ∈ N be given and let {ri}i∈N ⊂ R+
0 satisfy

∞∑
i=1

ri <∞. (1.24)

Then, every sequence {ϕk}k∈Z for which

ϕk ∈ Or1
(
ϕk−(n+1)

)
, k ∈ {n+ 1, . . . , 2(n+ 1)− 1},

...

ϕk ∈ Or1
(
ϕk−j(n+1)

)
, k ∈ {j(n+ 1), . . . , (j + 1)(n+ 1)− 1},

ϕk ∈ Or2
(
ϕk+(j+1)(n+1)

)
, k ∈ {−(j + 1)(n+ 1), . . . ,−1},

...

ϕk ∈ Or2
(
ϕk+j(j+1)(n+1)

)
,

k ∈ {−j(j + 1)(n+ 1), . . . ,−(j − 1)(j + 1)(n+ 1)− 1},

ϕk ∈ Or3
(
ϕk−(j+1)2(n+1)

)
,

k ∈ {(j + 1)(n+ 1), . . . , (j + 1)(n+ 1) + (j + 1)2(n+ 1)− 1},
...

ϕk ∈ Or3
(
ϕk−j(j+1)2(n+1)

)
,

k ∈ {(j + 1)(n+ 1) + (j − 1)(j + 1)2(n+ 1), . . . ,

(j + 1)(n+ 1) + j(j + 1)2(n+ 1)− 1},

ϕk ∈ Or4
(
ϕk+(j+1)3(n+1)

)
,

k ∈ {−(j + 1)3(n+ 1)− j(j + 1)(n+ 1), . . . ,−j(j + 1)(n+ 1)− 1},
...

ϕk ∈ Or4
(
ϕk+j(j+1)3(n+1)

)
,

k ∈ {−j(j + 1)3(n+ 1)− j(j + 1)(n+ 1), . . . ,

− (j − 1)(j + 1)3(n+ 1)− j(j + 1)(n+ 1)− 1},
...
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ϕk ∈ Or2i
(
ϕk+(j+1)2i−1(n+1)

)
,

k ∈ {−((j + 1)2i−1 + · · ·+ j(j + 1)3 + j(j + 1))(n+ 1), . . . ,

− (j(j + 1)2i−3 + · · ·+ j(j + 1)3 + j(j + 1))(n+ 1)− 1},
...

ϕk ∈ Or2i
(
ϕk+j(j+1)2i−1(n+1)

)
,

k ∈ {−(j(j + 1)2i−1 + · · ·+ j(j + 1)3 + j(j + 1))(n+ 1), . . . ,

− ((j − 1)(j + 1)2i−1 + · · ·+ j(j + 1)3 + j(j + 1))(n+ 1)− 1},

ϕk ∈ Or2i+1

(
ϕk−(j+1)2i(n+1)

)
,

k ∈ {(j + 1)(n+ 1) + j(j + 1)2(n+ 1) + · · ·+ j(j + 1)2i−2(n+ 1), . . . ,

(j + 1)(n+ 1) + j(j + 1)2(n+ 1) + · · ·
+ j(j + 1)2i−2(n+ 1) + (j + 1)2i(n+ 1)− 1},

...

ϕk ∈ Or2i+1

(
ϕk−j(j+1)2i(n+1)

)
,

k ∈ {(j + 1)(n+ 1) + j(j + 1)2(n+ 1) + · · ·
+ j(j + 1)2i−2(n+ 1) + (j − 1)(j + 1)2i(n+ 1), . . . ,

(j + 1)(n+ 1) + j(j + 1)2(n+ 1) + · · ·+ j(j + 1)2i(n+ 1)− 1},
...

is limit periodic.

Proof. Let ε > 0 be arbitrarily given and let the number i(ε) ∈ N satisfy the condition
(see (1.24))

∞∑
i=i(ε)

ri <
ε

2
.

One can easily show that{
l(j + 1)i(ε)−1(n+ 1); l ∈ Z

}
⊆ T ({ϕk}, ε) .

Of course, this inclusion proves the theorem.

For n = 0, j = 1, we get the most important case of Theorem 1.27 which reads as
follows.

Corollary 1.28. Let ψ0 ∈ X and {εi}i∈N ⊂ R+
0 satisfying

∞∑
i=1

εi <∞ (1.25)

be arbitrary. Then, every sequence {ψk}k∈Z for which

ψk ∈ Oε1 (ψk−20) , k ∈ {1} = {2− 1},
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ψk ∈ Oε2 (ψk+21) , k ∈ {−2,−1},

ψk ∈ Oε3 (ψk−22) , k ∈ {2, . . . , 2 + 22 − 1},

ψk ∈ Oε4 (ψk+23) , k ∈ {−23 − 2, . . . ,−2− 1},

ψk ∈ Oε5 (ψk−24) , k ∈ {2 + 22, . . . , 2 + 22 + 24 − 1},
...

ψk ∈ Oε2i (ψk+22i−1) , k ∈ {−22i−1 − · · · − 23 − 2, · · · ,−22i−3 − · · · − 23 − 2− 1},

ψk ∈ Oε2i+1
(ψk−22i) , k ∈ {2 + 22 + · · ·+ 22i−2, . . . , 2 + 22 + · · ·+ 22i−2 + 22i − 1},

...

is limit periodic.

Theorem 1.29. Let ϕ0, . . . , ϕm ∈ X be given, {ri}i∈N ⊂ R+
0 , {ji}i∈N ⊆ N, and n ∈ N0 be

arbitrary such that m+ n is even and

∞∑
i=1

ri ji <∞. (1.26)

For any ϕm+1, . . . , ϕm+n, if one puts

ψk := ϕk+m+n
2
, k ∈

{
−m+ n

2
, . . . ,

m+ n

2

}
,

M :=
m+ n

2
, N := m+ n

and arbitrarily chooses

ψk ∈ Or1 (ψk+N+1) , k ∈ {−N −M − 1, . . . ,−M − 1},

...

ψk ∈ Or1 (ψk+N+1) , k ∈ {−j1N −M − 1, . . . ,−(j1 − 1)N −M − 1},

ψk ∈ Or1 (ψk−N−1) , k ∈ {M + 1, . . . , N +M + 1},
...

ψk ∈ Or1 (ψk−N−1) , k ∈ {(j1 − 1)N +M + 1, . . . , j1N +M + 1},
...

ψk ∈ Ori (ψk+pi) , k ∈ {−pi − pi−1 − · · · − p1, . . . ,−pi−1 − · · · − p1},
...

ψk ∈ Ori (ψk+pi) , k ∈ {−jipi − pi−1 − · · · − p1, . . . ,−(ji − 1)pi − pi−1 − · · · − p1},

ψk ∈ Ori (ψk−pi) , k ∈ {pi−1 + · · ·+ p1, . . . , pi + pi−1 + · · ·+ p1},
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...

ψk ∈ Ori (ψk−pi) , k ∈ {(ji − 1)pi + pi−1 + · · ·+ p1, . . . , jipi + pi−1 + · · ·+ p1},
...

where
p1 := (j1N +M + 1) + 1, p2 := 2(j1N +M + 1) + 1,

p3 := (2j2 + 1)p2, . . . pi := (2ji−1 + 1)pi−1, . . . ,

then the resulting sequence {ψk}k∈Z is limit periodic.

Proof. Consider arbitrary ε > 0 and a positive integer n(ε) ≥ 2 for which (see (1.26))

∞∑
i=n(ε)

ri ji <
ε

4
.

One can show that
{lpn(ε); l ∈ Z} ⊆ T ({ψk}, ε)

which completes the proof.

1.4 Application related to almost periodic difference

systems

Let m ∈ N be arbitrarily given. We analyse almost periodic systems of m homogeneous
linear difference equations of the form

xk+1 = Ak · xk, k ∈ Z (or k ∈ N0), (1.27)

where {Ak} is almost periodic. Let X denote the set of all systems (1.27).
An important characteristic property of linear difference systems, which makes them

simple to treat, is the well-known superposition principle (see, e.g., [1, 108, 115]). In
particular, since we study homogeneous systems, we obtain that every solution of a system
S ∈ X can be expressed as a right linear combination of m solutions of S; i.e., any
solution {xk} of S can be written as

xk = Pk · xl, k ∈ Z (or k ∈ N0), (1.28)

for some matrix valued sequence {Pk} and some l ∈ Z (l ∈ N0). Conversely, for any
considered r1, . . . , rm, the sequence {xk} defined by the formula

xk := Pk ·

 r1

...
rm

 , k ∈ Z (or k ∈ N0),
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is a solution of S. For given S ∈ X determined by {Ak}, the sequence {Pk} is called the
principal fundamental matrix if P0 is the identity matrix. We immediately obtain

Pk =
k−1∏
i=0

Ak−i−1 for all k ∈ N;

Pk =
−1∏
i=k

A−1
i for all k ∈ Z r N.

(1.29)

Our aim is to study the existence of Ŝ ∈ X which does not have any non-trivial almost
periodic solution. We treat this problem in a very general setting and this motivates our
requirements on the set of values of matrices Ak.

We need the set of entries of Ak to be a subset of a set R with two operations and
unit elements such that R with them is a ring, because the multiplication of matrices Ak
has to be associative (consider the natural expression of solutions of (1.27), i.e., consider
(1.28) and (1.29)). We also need the set of all considered Ak to form a set X which has
the below given properties (1.33); and we need that there exists at least one of the below
mentioned functions F1, F2 : [−1, 1] → X (see (1.34), (1.35)). The conditions (1.34) are
common. However, the main theorem of this chapter (the existence of the above system

Ŝ ∈ X) is true, e.g., for many subsets of the set of unitary or orthogonal matrices which
contain matrices having eigenvalue λ = 1. Thus, we also consider the existence of F2.

Let R = (R,⊕,�) be an infinite ring with a unit and a zero denoted as e1 and e0,
respectively. SymbolM(R,m) denotes the set of all m×m matrices with elements from R.
If we consider the i-th column of U ∈ M(R,m), then we write Ui; and Rm if we consider
the set of all m × 1 vectors with entries attaining values from R. As usual, we define the
multiplication · of matrices fromM(R,m) (and U ·v, U ∈M(R,m), v ∈ Rm) by ⊕ and �.
Let d be a pseudometric on R and assume that

operations ⊕ and � are continuous with respect to d. (1.30)

In particular, we have pseudometrics on Rm and M(R,m), because M(R,m) can be
expressed as Rm×m; i.e., d in Rm and M(R,m) is the sum of m and m2 non-negative
numbers given by d in R, respectively. For simplicity, we also denote these pseudometrics
as d.

The vector v ∈ Rm is called non-zero (or non-trivial) if d
(
v, (e0, . . . , e0)T

)
> 0. We

say that a non-zero vector (r1, . . . , rm)T , where r1, . . . , rm ∈ R, is an e1-eigenvector of
U ∈M(R,m) if

d

U ·
 r1

...
rm

 ,

 r1

...
rm


 = 0,

and that V ∈M(R,m) is regular for a non-zero vector (r1, . . . , rm)T ∈ Rm if

d

V ·
 r1

...
rm

 ,

e0

...
e0


 > 0. (1.31)
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Next, we denote

I :=


e1 e0 . . . e0

e0 e1 . . . e0

...
...

. . .
...

e0 e0 . . . e1

 ∈M(R,m).

If for given U ∈ M(R,m) and X ⊆ M(R,m), there exists the unique matrix V ∈ X (we
put V = W if d(V,W ) = 0) for which

U · V = V · U = I,

then we define U−1 := V and we say that V is the inverse matrix of U in X.
For any function H : [a, b]→ X (a ≤ 0 < b, a, b ∈ R) and s ∈ R, we extend its domain

of definition by the formula

H(s) :=

{
H(σ) · (H(b))l for s ≥ 0;

(H(a))l ·H(σ) for s < 0 if a < 0,
(1.32)

where s = lb + σ for l ∈ N0, σ ∈ [0, b) or s = la + σ for l ∈ N0, σ ∈ (a, 0]. Hereafter, we
restrict coefficients Ak in (1.27) to be elements of an infinite set X ⊆M(R,m) such that

I ∈ X; U, V ∈ X =⇒ U · V ∈ X, U−1 exists in X; (1.33)

and either

there exists a continuous function F1 : [−1, 1]→ X satisfying

F1(0) = I; F1(t) = F−1
1 (−t), t ∈ [0, 1]; (1.34)

and matrix F1(1) has no e1-eigenvector

or

there exist continuous F2 : [−1, 1]→ X, t1, . . . , tq ∈ (0, 1], δ > 0 such that

F2(0) = I; F2

(
p∑
i=1

si

)
=

p∏
i=1

F2 (si), s1, . . . , sp ∈ [−1, 1]; (1.35)

and, for any v ∈ Rm, one can find j ∈ {1, . . . , q} for which v is not an e1-eigen-
vector of F2(t), t ∈ (max{0, tj − δ},min{tj + δ, 1}).

Remark 1.30. A function F1 satisfying (1.34) exists, e.g., if the considered pseudometric
d : X × X → R+

0 is such that the map U 7→ U−1 is continuous on X and if there
exists a continuous function G : [0, 1] → X which satisfies that at least one of matrices
G−1(0)G(1), G(1)G−1(0) does not have an e1-eigenvector.

Similarly, the conditions in (1.35) are realized if the map U 7→ U−1 is continuous on X
and if there exist continuous functions G1, . . . , Gq : [0, 1]→ X such that

G−1
j (0) ·Gj

(
p∑
i=1

si

)
=

p∏
i=1

G−1
j (0) ·Gj (si)
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and (
Gj

(
p∑
i=1

si

)
·Gj(0)

)−1

=

p∏
i=1

G−1
j (0) ·G−1

j (si)

or

Gj

(
p∑
i=1

si

)
·G−1

j (0) =

p∏
i=1

Gj (si) ·G−1
j (0)

and (
Gj(0) ·Gj

(
p∑
i=1

si

))−1

=

p∏
i=1

G−1
j (si) ·G−1

j (0),

where
j ∈ {1, . . . , q}, p ∈ N, s1, . . . , sp ∈ [0, 1] ;

for all j1, j2 ∈ {1, . . . , q}, one can find r = r (j1, j2) ∈ (0, 1] with at least one property from

G−1
j1

(0) ·Gj1(1) = G−1
j2

(0) ·Gj2(r), G−1
j2

(0) ·Gj2(1) = G−1
j1

(0) ·Gj1(r)

or
Gj1(1) ·G−1

j1
(0) = Gj2(r) ·G−1

j2
(0), Gj2(1) ·G−1

j2
(0) = Gj1(r) ·G−1

j1
(0);

and the condition on arbitrary v ∈ Rm is the same as in (1.35), where

F2(t), t ∈ (max{0, tj − δ},min{tj + δ, 1}) ,

is replaced by
G−1
j (0) ·Gj(1) or Gj(1) ·G−1

j (0).

4

We recall that, for U1, . . . , Up ∈ X (p ∈ N), we define

p∏
i=1

Ui := U1 · U2 · · ·Up,
1∏
i=p

Ui := Up · Up−1 · · ·U1.

For the above function H, we also use the conventional notation

(H(s))0 := I, H−1(s) := (H(s))−1 for all considered s ∈ R.

Actually, a closer examination of our process reveals that the pseudometric d can be defined
“only” on the set

{Fj(s1) · · ·Fj(sn) · v; v ∈ Rm, s1, . . . , sn ∈ [−1, 1]}

and the set {Fj(t); t ∈ [−1, 1]} can be countable for each j ∈ {1, 2}.
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Remark 1.31. Now we comment our assumptions on R and X. Because of (1.30), the
requirement about the existence of δ > 0 (in (1.35)) can be omitted. Note that R does not
need to be commutative. Thus, the set of all solutions of (1.27) is not generally a modulus
over R with the scalar multiplication given by

r

x1
k
...
xmk

 :=

r � x1
k

...
r � xmk

 ,

where {(x1
k, . . . , x

m
k )T} is a solution of (1.27), r ∈ R, k ∈ Z (k ∈ N0). Indeed, the expression

Pk ·

x1
0
...
xm0

 = x1
0 · (Pk)1 + · · ·+ xm0 · (Pk)m

does not need to hold for considered k and a solution {xk} of (1.27) (see (1.28)).
For the main requirements, consider two results concerning the existence, the uniqueness

(and the uniform asymptotic stability) of an almost periodic solution of the almost periodic
real (non-)homogeneous linear system (1.27) for k ∈ Z in [188] or directly the following
simple example. Let R := R, m := 2, and

X1 :=

{(
0 10l

10−l 0

)
; l ∈ Z

}
,

X2 :=

{(
0 10l

10−l 0

)
; l ∈ Z

}
∪
{(

10l 0
0 10−l

)
; l ∈ Z

}
with the usual metric on R. For X1, every S ∈ X has all solutions almost periodic; at the
same time, for X2, it is easy to find a system from X which has only one almost periodic
solution—the trivial one. 4

To prove the announced result, we need a sequence {ak}k∈N0 of real numbers, which
has special properties (mentioned in the below given Lemmas 1.32–1.35). We define the
sequence {ak}k∈N0 by the recurrent formula

a0 := 1, a1 := 0, a2n+k := ak −
1

2n
, k = 0, . . . , 2n − 1, n ∈ N. (1.36)

For this sequence, we have the following auxiliary results.

Lemma 1.32. The sequence {ak} is almost periodic.

Proof. The lemma follows from Theorem 1.23, where it suffices to put ϕk = ak (k ∈ N)
and

X = R, m = 0, j = 1, ϕ0 = 1, rn =
4

2n
, n ∈ N.

Lemma 1.33. The identity
a2n+2−1−i = −a2n+1+i (1.37)

holds for any n ∈ N0 and i ∈ {0, . . . , 2n − 1}.



1.4 Application related to almost periodic difference systems 25

Before proving this lemma, observe that (1.37) is equivalent to

2n+2−1−i∑
k=2n+1+i

ak = 0, n ∈ N0, i ∈ {0, . . . , 2n − 1};

i.e., to
2n+1−1+i∑

k=0

ak =
2n+2−1−i∑

k=0

ak, n ∈ N0, i ∈ {0, . . . , 2n − 1}.

Proof of Lemma 1.33. Obviously, (1.37) is true for n ∈ {0, 1}, because

a2 = −a3 =
1

2
, a4 = −a7 =

3

4
, a5 = −a6 = −1

4
;

i.e.,
1∑

k=0

ak =
3∑

k=0

ak =
7∑

k=0

ak = 1,
4∑

k=0

ak =
6∑

k=0

ak =
7

4
.

Suppose that (1.37) is true also for 2, . . . , n− 1. We choose i ∈ {0, . . . , 2n − 1} arbitrarily.
(We have 2n+2 − 1− i ≥ 2n+1 + 2n.) From (1.36) and the induction hypothesis, it follows
that

a2n+2−1−i + a2n+1+2n+i = − 1

2n
, a2n+1+i − a2n+1+2n+i =

1

2n
.

Summing up the above equalities, we get (1.37).

Lemma 1.34. We have
n∑
k=0

ak ≥ 1, n ∈ N0. (1.38)

Proof. Evidently, a0 = a0 + a1 = 1. It means that (1.38) is true for n = 0 and n = 1 =
21 − 1. Let it be valid for arbitrarily given 2p − 1 and all n < 2p − 1, i.e., let

n∑
k=0

ak ≥ 1, n ≤ 2p − 1, n ∈ N0.

Considering the definition of {ak}, we obtain

2p+j−1∑
k=0

ak =
2p−1∑
k=0

ak +

2p+j−1∑
k=2p

ak ≥ 1 +

j−1∑
k=0

ak − j
1

2p
≥ 1 + 1− 1 = 1

for any j ∈ {1, . . . , 2p}. Lemma 1.34 follows from the induction principle.

Lemma 1.35. We have

2n−1∑
k=0

ak = 1, (1.39)

2n+i+2n−1∑
k=0

ak = 2− 1

2i
, (1.40)

where n ∈ N0, i ∈ N.
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Proof. It is possible to prove this result by means of Lemma 1.33, but we prove it directly
using (1.36) and the induction principle. We have

a0 = 1, a0 + a1 = 1, a0 + a1 + a2 + a3 = 1.

If we assume that
2n−1−1∑
k=0

ak = 1,

then we get (see (1.36))

2n−1∑
k=0

ak =
2n−1−1∑
k=0

ak +
2n−1∑
k=2n−1

ak

=
2n−1−1∑
k=0

ak +
2n−1−1∑
k=0

(
ak −

1

2n−1

)
= 2

2n−1−1∑
k=0

ak − 1 = 1.

Therefore, (1.39) is proved. Analogously, applying (1.36) and (1.39), one can compute

2n+i+2n−1∑
k=0

ak =
2n+i−1∑
k=0

ak +
2n+i+2n−1∑
k=2n+i

ak

= 1 +
2n−1∑
k=0

(
ak −

1

2n+i

)
= 1 +

(
1− 1

2i

)
which gives (1.40).

Applying matrix valued functions F1, F2, we obtain the next lemma.

Lemma 1.36. For each j ∈ {1, 2}, any n ∈ N0, and each i ∈ {0, . . . , 2n − 1}, it holds

Fj(a2n+2−1−i) = F−1
j (a2n+1+i)

and, consequently,
2n+2−1−i∏
k=2n+1+i

Fj(ak) =
2n+1+i∏

k=2n+2−1−i

Fj(ak) = I.

Proof. Obviously, this lemma is a corollary of Lemma 1.33. Consider (1.34) and (1.35)
with the fact that the multiplication of matrices is associative.

From Lemma 1.35 (see (1.35)), we obtain the following formulas for F2.

Lemma 1.37. The equalities

2n−1∏
k=0

F2 (ak) = F2(1),
2n+i+2n−1∏

k=0

F2(ak) = F2

(
2− 1

2i

)
hold for all n ∈ N0 and i ∈ N.
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Now we can prove the main result of Chapter 1.

Theorem 1.38. There exists a system of the form (1.27) which does not possess a non-zero
almost periodic solution.

Proof. First we suppose that the coefficients Ak belong to X so that there exists a func-
tion F1 from (1.34). Using Theorem 1.6, we get the almost periodicity of the sequence
{F1(ak)}k∈N0 , where {ak} is given by (1.36). We want to show that all non-zero solutions
of the system S1 ∈ X determined by {F1(ak)} are not almost periodic.

By contradiction, suppose that there exist c1, . . . , cm ∈ R such that the vector valued
sequence

{fk} :=

Pk ·
 c1

...
cm


 , k ∈ N0, (1.41)

where {Pk}k∈N0 is the principal fundamental matrix of S1, is non-trivial and almost pe-
riodic; i.e., suppose that S1 has a non-trivial almost periodic solution {fk}. Since {fk} is
almost periodic, (c1, . . . , cm)T is non-zero, and it holds

fi = Ui · F1(1) ·

 c1

...
cm

 for any i ∈ N and some Ui ∈ X, (1.42)

we know that (see (1.31))

F1(1) is regular for c := (c1, . . . , cm)T . (1.43)

Considering (1.36), the uniform continuity of F1 and the continuity of the multiplication
of matrices (see (1.30)), Lemma 1.36, and (1.41), from the first part of Theorem 1.25 (see
the proof of Corollary 1.26 and again Lemma 1.36), one can obtain that the sequence
{gk}k∈Z, where

gk := fk, k ∈ N0; gk := f−k, k ∈ Z r N0, (1.44)

is almost periodic as well. Now we use Theorem 1.3 for {ϕk} ≡ {gk} and {hn}n∈N ≡
{2n}n∈N (we can also consider directly {ϕk} ≡ {fk} and use Remark 1.2). Theorem 1.3
implies that, for any ε > 0, there exists an infinite set N(ε) ⊆ N such that the inequality

d (gk+2n1 , gk+2n2 ) < ε, k ∈ Z, (1.45)

holds for all n1, n2 ∈ N(ε).
Using (1.34), we get d (c, F1(1) c) > 0 and (consider (1.43))

ϑ := d (F1(1) · c, F1(1) · F1(1) · c) > 0. (1.46)

From Lemma 1.36 (for i = 0), (1.41), and (1.44) (see also (1.42)), we have

g0 = c, g1 = F1(1) · c, . . . , g2n = F1(1) · c, (1.47)
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where n ∈ N is arbitrary. Hence, considering (1.36), it holds

d (g2i+2n , F1(1) · F1(1) · c)→ 0 as n→∞ (1.48)

for every i ∈ N, because F1 is uniformly continuous and the multiplication of matrices is
continuous. We also have

d (g2n2+2n1 , F1(1) · c) < ϑ

2
(1.49)

for all n1, n2 ∈ N (ϑ/2). Indeed, put k = 2n2 in (1.45) and consider (1.47) for n = n2 + 1.
If we choose n1 ∈ N (ϑ/2) and put i = n1 in (1.48), then there exists n0 ∈ N such that, for
any n ≥ n0, it holds

d (g2n1+2n , F1(1) · F1(1) · c) < ϑ

2
.

Thus, for arbitrarily given n2 ≥ n0, n2 ∈ N (ϑ/2), we obtain

d (g2n2+2n1 , F1(1) · F1(1) · c) < ϑ

2
. (1.50)

Finally, applying (1.46), (1.49), and (1.50), we have

ϑ ≤ d (F1(1) · c, g2n2+2n1 ) + d (g2n2+2n1 , F1(1) · F1(1) · c) < ϑ.

This contradiction gives the proof when we consider (1.34) for k ∈ N0.

Let k ∈ Z. Then, we can consider the system S̃1 determined by the sequence

Bk := F1(ak), k ∈ N0; Bk := F1(−a−k−1), k ∈ Z r N0. (1.51)

Since the sequence {| ak |}k∈N0 is almost periodic (see Theorem 1.6) and has the form of
{ϕk}k∈N0 from Theorem 1.23 and since it is valid (see (1.37))

| a2n+2−1−i | = | a2n+1+i |, n ∈ N0, i ∈ {0, . . . , 2n − 1},

the fact that {Bk} is almost periodic follows from the second part of Corollary 1.26, from
Corollary 1.10, and Theorem 1.6. Next, the process is same as for k ∈ N0. Let {Pk}k∈Z be

the principal fundamental matrix of S̃1 and gk := fk, k ∈ Z. Also now we have (1.45) and,
consequently, we get the same contradiction.

Let the coefficients Ak belong to X so that there exists a function F2 from (1.35).
Consider the numbers t1, . . . , tq ∈ (0, 1] and δ > 0 from (1.35). Without loss of generality,
we can assume that

δ < t1 < · · · < tq and tq < 1− δ. (1.52)

Indeed, if tj = 1, then we can put tj := 1 − δ/2 and redefine δ. We repeat that any
vector v ∈ Rm determines some j ∈ {1, . . . , q} (see again (1.35)) such that v is not an
e1-eigenvector of F2(t) for t ∈ (tj − δ, tj + δ).

From Theorem 1.6 it follows that the sequence {F2(ak)}k∈N0 is almost periodic. Thus,
it determines a system of the form (1.27). We denote it as S2. Suppose that system S2 has
a non-trivial almost periodic solution {xk}k∈N0 . For the principal fundamental matrix {Pk}
of S2, we have

xk = Pk · x0, k ∈ N0,
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where the vector x0 is non-zero. Using this fact and taking into account Lemma 1.34
and (1.35), we obtain

xn = F2(t) · F i
2(1) · x0 for some i ∈ N, t ∈ [0, 1), (1.53)

and for arbitrary n ∈ N. From Lemma 1.37, we also get

x2n = F2(1) · x0 for all n ∈ N0 (1.54)

and

x2n+i+2n = F2

(
1− 1

2i

)
· F2(1) · x0 for all n ∈ N0, i ∈ N. (1.55)

Analogously as for {fk}, one can extend {xk}k∈N0 by the formula

xk := x−k, k ∈ Z r N0,

for all k ∈ Z so that the sequence {xk}k∈Z is almost periodic as well. Now we apply Theo-
rem 1.3 for the sequences {xk}k∈Z and {2n}n∈N. For any ε > 0, there exists an infinite set
M(ε) ⊆ N such that, for any n1, n2 ∈M(ε), we have

d (xk+2n1 , xk+2n2 ) < ε, k ∈ Z. (1.56)

Since F2 is uniformly continuous and the multiplication of matrices is continuous, for
arbitrary i ∈ N and ε > 0, we have from (1.36) and (1.54) that

d (x2i+2n , F2(1) · F2(1) · x0) < ε for sufficiently large n ∈ N. (1.57)

Because of the almost periodicity of {xk} and (1.53), the matrix F2(1) has to be regular
for x0. Let ε > 0 be arbitrarily small and n1 ∈ M(ε) arbitrarily large. From (1.56) and
(1.57), where we choose k = 2n1−j and i = 2n1−j for j ∈ {0, . . . , n1}, it follows that, for
given n1, there exists sufficiently large n2 ∈M(ε) for which

d (x2n1−j+2n1 , F2(1) · F2(1) · x0) ≤ d (x2n1−j+2n1 , x2n1−j+2n2 )

+ d (x2n1−j+2n2 , F2(1) · F2(1) · x0) < 2ε.
(1.58)

Since ε (in (1.58)) is arbitrarily small, choosing j = 0, we get

d (x2n1+1 , F2(1) · F2(1) · x0) = 0

which gives (see (1.54)) that F2(1)x0 is an e1-eigenvector of F2(1), i.e., we have

d (F2(1) · x0, F2(1) · F2(1) · x0) = 0. (1.59)

If we choose j = 1, then we obtain (consider (1.55))

d

(
F2

(
1

2

)
· F2(1) · x0, F2(1) · F2(1) · x0

)
= 0.

Analogously, for any j (the number n1 is arbitrarily large), we get

d

(
F2

(
1− 1

2j

)
· F2(1) · x0, F2(1) · F2(1) · x0

)
= 0.
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Thus,

d

(
F2

(
2− 1

2j

)
· x0, F2(2) · x0

)
= 0, j ∈ N, (1.60)

and we have

d

(
F2

(
2− 1

2j

)
· x0, F2

(
2− 1

2j−1

)
· x0

)
= 0, j ∈ N. (1.61)

Because of

F2

(
2− 1

2j

)
= F2

(
1

2j
+ 2− 1

2j−1

)
= F2

(
1

2j

)
· F2

(
2− 1

2j−1

)
and (see (1.59) and (1.60))

d

(
F2

(
2− 1

2j−1

)
· x0, F2(1) · x0

)
= 0,

from (1.61) it follows

d

(
F2

(
1

2j

)
· F2(1) · x0, F2(1) · x0

)
= 0 for all j ∈ N,

i.e., F2(1)x0 is an e1-eigenvector of F2(2−j) for all j ∈ N.
Since any number t ∈ [0, 1] can be expressed in the form

∞∑
i=1

ai
2i
, where ai ∈ {0, 1},

for considered δ > 0, there exists n ∈ N such that, for every t ∈ [0, 1], there exist
a1, . . . , an ∈ {0, 1} satisfying ∣∣∣∣∣ t−

n∑
i=1

ai
2i

∣∣∣∣∣ < δ.

Thus, F2(1)x0 is an e1-eigenvector of F2(tj + sj) for some | sj | < δ and any j ∈ {1, . . . , q}
which cannot be true. This contradiction shows that {xk}k∈N0 is not almost periodic.

If one considers the system S̃2 obtained from S2 as in (1.51) (after replacing S1 by S2),

then, similarly as for F1 and k ∈ N0, one can prove that S̃2 ∈ X and that any its non-trivial
solution {xk}k∈Z is not almost periodic.

Remark 1.39. Let a non-zero F1(1) v ∈ Rm not be an e1-eigenvector of matrix F1(1)
from (1.34); i.e., the condition (1.34) be weakened in this way. Then, from the first part
of the proof of Theorem 1.38, we obtain that the sequence {fk}, given by (1.41), is not
almost periodic for (c1, . . . , cm)T = v. It means that there exists a system S1 ∈ X with
the principal fundamental matrix {P 1

k } such that the sequence {P 1
k v}k∈N0 or {P 1

k v}k∈Z is
not almost periodic.

Analogously, if one requires in (1.35) only that, for a non-zero vector v ∈ Rm, there
exists t ∈ (0, 1] for which F2(1) v is not an e1-eigenvector of F2(t), then there exists a sys-
tem S2 ∈ X satisfying that the sequence {P 2

k v}k∈Z (or {P 2
k v}k∈N0), where {P 2

k }k∈Z (or
{P 2

k }k∈N0) is the principal fundamental matrix of S2, is not almost periodic. 4
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The condition

F2

(
p∑
i=1

si

)
=

p∏
i=1

F2 (si), s1, . . . , sp ∈ [−1, 1], p ∈ N, (1.62)

in (1.35) is “strong”. For example, from it follows that the multiplication of matrices from
the set {F2(t); t ∈ R} is commutative. We point out that, for many subsets of unitary or
orthogonal matrices, it is not a limitation and that the method in the proof of Theorem 1.38
can be simplified in many cases. We show it in two important special cases.

Example 1.40. If for any non-trivial vector v ∈ Rm, there exists ε(v) > 0 with the
property that

F2(t) · v /∈ Oε(v)(v) for all t ≥ 1 (see (1.32)),

then the fact, that the systems S2 and S̃2 from the proof of Theorem 1.38 do not have
non-trivial almost periodic solutions, follows directly from Lemma 1.34 and (1.62). Indeed,
the set T ({xk}, ε(x0)) r {0} is empty for any non-zero solution {xk}. ♦

Example 1.41. Let function F2, in addition to (1.35), satisfy

F2(s) = F2(0) = I (1.63)

for some positive irrational number s, (1.52) hold, and p ∈ N be arbitrary. Then, the
system S determined by the sequence {Ak} := {F2(k/p)}, where k ∈ N0 or k ∈ Z, has no
non-trivial almost periodic solution.

The function F2(t/p), t ∈ R, is continuous and periodic with period ps (see (1.62),
(1.63)). Using the compactness of the interval [0, ps], (1.62), and Theorem 1.3, we get that
{F2(k/p)}k∈Z is almost periodic. Then, the almost periodicity of {F2(k/p)}k∈N0 is obvious.

Suppose, by contradiction, that {xk} ≡ {Pk x0} is a non-trivial almost periodic solution
of S. We mention that there exists δ > 0 satisfying that, for any non-zero v ∈ Rm, one
can find j ∈ N such that there exists a positive number ϑ(v) for which

ϑ(v) ≤ d

(
F2

(
j

p
+ t

)
· v, v

)
, t ∈ (−δ, δ), (1.64)

because
{F2(k/p); k ∈ N} is dense in {F2(t); t ∈ R}. (1.65)

Evidently, (1.65) gives that

{F2(k/p); k ∈ N} is dense in {F2(t); t ∈ R} (1.66)

for any set N which is relatively dense in N.
Since the multiplication of matrices is continuous, there exists ε > 0 which satisfies

that every vector u with the property d(u, x0) < ε determines the same j in (1.64) as x0

and one can find

ϑ(u) ≥ ϑ(x0)

2
. (1.67)
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From (1.62), we see that

xk = F2

(
k−1∑
i=0

i

p

)
· x0, k ∈ N. (1.68)

Let l be an arbitrary positive (ϑ(x0)/2)-translation number of {xk}. Thus, let

d(xk+l, xk) <
ϑ(x0)

2
for all k ∈ N (1.69)

and let N be the set of all positive ε-translation numbers of {xk}. Since

k+l−1∑
i=0

i

p
=

k−1∑
i=0

i

p
+
kl

p
+
l(l − 1)

2p
, k ∈ N,

for all k ∈ N , we have (see again (1.62))

d(xk+l, xk) = d

(
F2

(
kl

p
+
l(l − 1)

2p

)
· F2

(
k−1∑
i=0

i

p

)
· x0, F2

(
k−1∑
i=0

i

p

)
· x0

)
. (1.70)

From (1.66), where we replace 1/p by l/p, we get the choice of k ∈ N such that∣∣∣∣ jp − kl

p
− l(l − 1)

2p

∣∣∣∣ < δ (mod s) (1.71)

for j in (1.64) determined by x0. From (1.64), (1.67) (consider the definition of ε), (1.68),
(1.70), and (1.71), we have

d(xk+l, xk) ≥
ϑ(x0)

2

for at least one k ∈ N. But, at the same time, we have (1.69). This contradiction gives that
{xk} cannot be almost periodic. See also the proof of the first part of [176, Proposition 2],
where almost periodic unitary systems are studied. ♦



Chapter 2

Solutions of almost periodic
difference systems

In this chapter, we study almost periodic solutions of the almost periodic homogeneous
linear difference systems

xk+1 = Ak · xk. (2.1)

Our aim is to analyse the systems (2.1) which have no non-trivial almost periodic solution.
We are motivated by paper [176], where unitary systems (determined by unitary matri-
ces Ak) are studied. One of the main results of [176] says that the systems whose solutions
are not almost periodic form an everywhere dense subset in the space of all considered
unitary systems. We remark that important partial cases of the theorem and the process
are mentioned in [169] and [63, 104, 172], respectively.

In the proof of this result, it is substantially used that the group of considered matrices
is not commutative. Thus, e.g., the dimension of the systems has to be at least two. We
use methods based on our general constructions, because we want to generalize the result
also for commutative groups of matrices (especially, for the scalar case). It implies that
we can treat the problem in a general setting. Scalar sequences attain values in a metric
space on an infinite field with continuous operations with respect to the metric similarly as
scalar discrete processes in [45], where the main results are proved only for real or complex
entries.

The almost periodicity of solutions of almost periodic linear difference equations is
studied in [5] and [188] (non-homogeneous systems). We can also refer again to [45].
Explicit almost periodic solutions are obtained for a class of these equations in [83]. For
other properties of (complex) almost periodic linear difference systems, see [15, 110, 148].
For difference systems of general forms, criteria of the existence of almost periodic solutions
are presented in [26, 162, 186, 189]. The existence of an almost periodic sequence of
solutions for an almost periodic difference equation is discussed in [93] (and [87] as in
[189]). Concerning the existence theorems for almost periodic solutions of almost periodic
delay difference systems, see [70] or [190] (methods and techniques from that paper are
similarly used and developed in [191]).

This chapter is organized as follows. We begin with notations which are used through-
out this chapter. Then we introduce general homogeneous linear difference systems and

33
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a metric in the space of all considered almost periodic systems. To formulate our results
in a simple and consistent form, we introduce the concepts of transformable and weakly
transformable groups of matrices. One of the conditions in the definition of transformable
groups means that it is possible to transform any matrix into any other using finitely
many arbitrarily small “jumps” in the complex case (for usual metrics on the group of
considered matrices). We show that the group of all unitary matrices, the group of all
orthogonal matrices of a dimension at least two with determinant 1, and some their sub-
groups are transformable. In addition, examples of weakly transformable groups (which
are not transformable) are given.

In Section 2.3, we present a condition on weakly transformable groups ensuring that, in
any neighbourhood of every considered system, there exists a system which does not possess
an almost periodic solution other than the trivial one. Analogously, the corresponding
Cauchy problem is explicitly solved as well.

2.1 Preliminaries

We use the following notations: N0 for the set of positive integers including the zero;
R+ for the set of all positive reals; R+

0 for the set of all non-negative real numbers; and
symbol i for the imaginary unit. Let F = (F,⊕,�) be an infinite field with a unit and
a zero denoted as e1 and e0, respectively; and let m ∈ N be arbitrarily given. Henceforth,
we consider m as the dimension of difference systems under consideration.

Symbol Mat(F,m) denotes the set of all m ×m matrices with elements from F and
Fm the set of all m× 1 vectors with entries attaining values from F . As usual, we define
the identity matrix I and the zero matrix O. Analogously, for the trivial vector, we put
o := [e0, e0, . . . , e0]T ∈ Fm. Since F is a field, we have the notion of the non-singular
matrices from Mat(F,m). For any invertible matrix U , we denote the inverse matrix
as U−1. For arbitrary Uj, . . . , Uj+n ∈Mat(F,m), j ∈ Z, n ∈ N, we define

j+n∏
i=j

Ui := Uj · Uj+1 · · ·Uj+n,

j∏
i=j+n

Ui := Uj+n · Uj+n−1 · · ·Uj.

Let % be a metric on F and assume that the operations ⊕ and � are continuous with
respect to % and that the metric space (F, %) is complete. The metric % induces the metric
in Fm and Mat(F,m) as the sum of m and m2 non-negative numbers given by % in F ,
respectively. We also denote these metrics as %. For any ε > 0 and α from a metric space,
the ε-neighbourhood of α is denoted by O%ε(α). Note that the continuity of ⊕ and �
implies that the multiplication · of matrices from Mat(F,m) (and U · v, U ∈Mat(F,m),
v ∈ Fm) is continuous. All considered sequences are defined for k ∈ Z (or i, j ∈ N) and
attain values in one of the metric spaces F , Fm, Mat(F,m) (or C).
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2.2 General homogeneous linear difference systems

We consider m-dimensional homogeneous linear difference equations of the form

xk+1 = Ak · xk, k ∈ Z, (2.2)

where {Ak} is an almost periodic sequence of non-singular matrices from a given infinite
group X ⊂ Mat(F,m). We need the set of all considered Ak to form the group X which
has the below given properties (see Definitions 2.1 and 2.14 below). The set of all these
almost periodic systems is denoted by symbol AP (X ).

We identify the sequence {Ak} with the system (2.2) which is determined by {Ak}. In
the space AP (X ), we introduce the metric

σ ({Ak}, {Bk}) := sup
k∈Z

% (Ak, Bk) , {Ak}, {Bk} ∈ AP (X ).

For ε > 0, symbol Oσε ({Ak}) denotes the ε-neighbourhood of {Ak} in AP (X ).

2.2.1 Transformable groups

In this subsection, we introduce the concept of transformable groups (cf. [141, Defini-
tion 2.1]) and give illustrative examples of such groups.

Definition 2.1. We say that a group X ⊂ Mat(F,m) is transformable if the following
conditions are fulfilled.

(i) For any L ∈ R+ and ε > 0, there exists p = p(L, ε) ∈ N with the property that,
for any n ≥ p (n ∈ N) and any sequence {C0, C1, . . . , Cn} ⊂ X , L ≤ % (Ci, O),
i ∈ {0, 1, . . . , n}, one can find a sequence {D1, . . . , Dn} ⊂ X for which

Di ∈ O%ε(Ci), i ∈ {1, . . . , n}, Dn · · ·D2 ·D1 = C0.

(ii) The multiplication of matrices is uniformly continuous on X and has the Lipschitz
property on a neighbourhood of I in X . Especially, for every ε > 0, there exists
η = η(ε) > 0 such that

C ·D, D · C ∈ O%ε(C) if C ∈ X , D ∈ O%η(I) ∩ X ;

and there exist ζ > 0 and P ∈ R+ such that

C ·D, D · C ∈ O%εP (C) if C ∈ O%ζ (I) ∩ X , D ∈ O%ε(I) ∩ X , ε ∈ (0, ζ).

(iii) For any L ∈ R+, there exists Q = Q(L) ∈ R+ with the property that, for every ε > 0
and C,D ∈ X rO%L(O) satisfying C ∈ O%ε(D), it is valid that

C−1 ·D, D · C−1 ∈ O%εQ(I).
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For simplicity, in the below mentioned examples, we consider only the complex or real
case and we speak about the classical case. Henceforth, we use known results of matrix
analysis which can be found, e.g., in [80, 82, 94, 106].

Let us consider

((F,⊕,�), %(·, ·)) = ((C,+, ·), | · − · |) or ((F,⊕,�), %(·, ·)) = ((R,+, ·), | · − · |)).

Evidently, the multiplication of matrices satisfies the Lipschitz condition on any setO%K(O).
For an arbitrary matrix norm (especially, for the l1-norm) denoted by || · ||, we have∣∣∣∣A−1 − (A+ E)−1

∣∣∣∣ ≤ ||A−1 · E ||
1− ||A−1 · E ||

∣∣∣∣A−1
∣∣∣∣ (2.3)

for any matrices A,E such that A is invertible and ||A−1E || < 1. If we have a bounded
group X ⊂Mat(C,m), then from (2.3) it follows that the map C 7→ C−1, C ∈ X , has the
Lipschitz property as well. Hence, the condition (iii) is satisfied.

Thus, the conditions (ii) and (iii) are fulfilled for any bounded group X ⊂Mat(C,m).
Further, for any bounded group X , there exists ε > 0 for which X ∩ O%ε(O) = ∅. At the
same time, from the condition (i), we know that X ∩ O%1(O) = ∅ for any transformable
group X ⊂ Mat(C,m). Indeed, it suffices to consider C0 = I and the constant sequence
{C1, . . . , Cn} given by a matrix C such that ||C || < 1.

Let ε > 0, a bounded group X ⊂ Mat(C,m), and C0, C1, . . . , Cn ∈ X be arbitrarily
given. The uniform continuity of the multiplication of matrices on X implies the existence
of η = η(ε) > 0 such that C D,DC ∈ O%ε(C) if D ∈ O%η(I) ∩ X , C ∈ X . We define the
maps H1, H2 on X × X by

H1 ((C,D)) := C ·D · C−1, H2 ((C,D)) := C−1 ·D · C.

Since H1, H2 satisfy the Lipschitz condition, there exists R ∈ R+ such that the ranges of
{C} × O%η/R(I) ∩ X in both of H1 and H2 are subsets of O%η(I) for all C ∈ X .

If we replace
1∏

i1=n

Fi1 ·
n∏

i2=1

Ci2 by
n∏
i=1

Ei · Ci,

where

F1 = H1 ((I, E1)) , F2 = H1 ((E1 · C1, E2)) ,

. . . Fn = H1 ((E1 · C1 · · ·En−1 · Cn−1, En)) ,

we see that Fi ∈ O%η/R(I) ∩ X , i ∈ {1, . . . , n}, implies Ei ∈ O%η(I), i ∈ {1, . . . , n}. Thus,

from the existence of matrices F1, . . . , Fn ∈ O%η/R(I) ∩ X for which

1∏
i1=n

Fi1 ·
n∏

i2=1

Ci2 = C0,

it follows the existence of matrices D1, . . . , Dn ∈ X satisfying

Di ∈ O%ε(Ci), i ∈ {1, . . . , n}, Dn · · ·D2 ·D1 = C0.
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It means that a bounded group X ⊂Mat(C,m) is transformable if, for any sufficiently
small ε > 0, there exists p (ε) ∈ N such that, for all n ≥ p (ε) (n ∈ N), any matrix from X
can be expressed as a product of n matrices from O%ε(I) ∩ X .

We point out that several processes in the proofs of the below given results can be
simplified in the classical case. For example, one can use that, for any ε > 0, K ∈ R+, and
n ∈ N, there exists ξ = ξ(ε,K, n) > 0 for which

% (M1 ·M2 · · ·Mn, O) < ε, M1,M2, . . . ,Mn ∈ O%K(O),

and
% (M1 · · ·Mn · u, o) < ε, M1, . . . ,Mn ∈ O%K(O), u ∈ O%K(o),

if we have Mi ∈ O%ξ (O) for at least one i ∈ {1, . . . , n} and u ∈ O%ξ (o), respectively.
Now we mention important examples of transformable groups.

Example 2.2. The group of all unitary matrices is transformable. Obviously, it suffices to
show that, for every ε > 0, any unitary matrix can be obtained as the n-th power of some
unitary matrix from the ε-neighbourhood of I for all sufficiently large n ∈ N. To show this,
let ε > 0, n ∈ N, and a m×m unitary matrix U with eigenvalues exp (iλ1) , . . . , exp (iλm),
where λ1, . . . , λm ∈ [−π, π), be arbitrarily given. We have

U = W · J ·W ∗ for some unitary matrix W = W (U),

where J = diag (exp (iλ1) , . . . , exp (iλm)) and W ∗ denotes the conjugate transpose of W .
We find a unitary matrix V for which V n = U . By

W ∗ · V n ·W = (W ∗ · V ·W )n = J,

we obtain
V = W · diag (exp (iλ1/n) , . . . , exp (iλm/n)) ·W ∗.

Since the multiplication of matrices is uniformly continuous on the set of all unitary ma-
trices, it remains to consider sufficiently large n ∈ N. ♦

Example 2.3. Let m ≥ 2 and F = R. In this example, we show that the group SO(m)
of m × m orthogonal matrices with determinant 1 is transformable. Analogously as for
unitary matrices, it is enough to prove that any orthogonal matrix U for which det U = 1
is products of n ≥ p (ε), n ∈ N, orthogonal matrices from the ε-neighbourhood of I for
arbitrary ε > 0 and some p (ε) ∈ N. Indeed, it is seen that there exists a neighbourhood
of I which contains only orthogonal matrices with determinant 1.

Let m = 2. Observe that a two-dimensional orthogonal matrix has the form(
cosα − sinα
sinα cosα

)
,

where α ∈ [−π, π), if and only if its determinant is 1. It can be easily computed that(
cosα1 − sinα1

sinα1 cosα1

)
·
(

cosα2 − sinα2

sinα2 cosα2

)
=

(
cos (α1 + α2) − sin (α1 + α2)
sin (α1 + α2) cos (α1 + α2)

)
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for α1, α2 ∈ R and that, consequently, any this matrix (for some α ∈ [−π, π)) can be
obtained as the n-th power of the orthogonal matrix of this type given by the argument
α/n for all n ∈ N.

Now we use the induction principle with respect to m. Assume that the statement is
true for m− 1 ≥ 2 and prove it for m. Let U be an orthogonal m×m matrix which is not
in any one of the forms (

1 oT

o V

)
,

(
V o
oT 1

)
, (2.4)

where V is an orthogonal matrix of dimension m− 1, o ∈ Fm−1, and suppose that U has
the element on the position (1,m) different from 0 (in the opposite case, we put U2 := U in
the below given process). We multiply U from the left by an orthogonal matrix U1 which
is in the second form from (2.4) and satisfies that U2 := U1 ·U has 0 on the position (1,m).
For U2, we define an orthogonal matrix U3 so that the m-th row of U3 is the last column
of U2 and so that the first column and the first row of U3 are zero except the number 1 on
the position (1, 1). Obviously, the product U4 := U3 ·U2 is equal to a matrix which has the
second form from (2.4). Summarizing, we get U = UT

1 ·UT
3 ·U4. Thus, one can express any

orthogonal matrix U as a product of at most three matrices of the forms given in (2.4).
Further, the matrices of this product can be evidently chosen so that the determinant of
all of them is 1 if the determinant of the given matrix is 1 as well. Now the induction
hypothesis gives the validity of the above statement. ♦

Example 2.4. Let a unitary matrix S be given. Let XS be the set of the unitary matrices
which are simultaneously diagonalizable for the single similarity matrix S, i.e., let

XS =
{
S−1 · diag (exp (iλ1) , . . . , exp (iλm)) · S; λ1, . . . , λm ∈ [−π, π)

}
.

Obviously, XS is a subgroup of the m×m unitary group (different from the group if m ≥ 2).
Since diagonalizable (normal) matrices are simultaneously (unitarily) diagonalizable if and
only if they commute under multiplication, XS is a commutative group. Analogously as
in Example 2.2, one can show that XS is transformable. Further, XS is transformable also
for arbitrary non-singular matrix S. Especially, a transformable set does not need to be
a subgroup of the m×m unitary group. ♦

Example 2.5. Now we consider the set of the unitary matrices with the determinant in the
form exp (ir), r ∈ Q or r ∈ Z. Evidently, these matrices form a group as well. Considering
diagonalizations of unitary matrices and the uniform continuity of the multiplication of
unitary matrices, we get that this group is dense in the group of all unitary matrices.
Thus (see Example 2.2), it satisfies (i). Finally, it is transformable. In general, any dense
subgroup of a transformable set is transformable as well. ♦

Example 2.6. Let a unitary matrix S be given. Analogously as in Examples 2.4 and 2.5,
we can show that the group

{S∗ · diag (exp (iλ1) , . . . , exp (iλm)) · S; λ1, . . . , λm ∈ Q}

is transformable. In general, the matrices with eigenvalues in the form exp (ir), where r ∈ Q
or r ∈ Z, from a given commutative transformable subgroup of the m×m unitary group
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form a transformable group if it is infinite. Indeed, if complex matrices A, B commute and
have eigenvalues λ1, . . . , λm and µ1, . . . , µm, respectively, then the eigenvalues of AB are
λ1µj1 , λ2µj2 , . . . , λmµjm for some permutation j1, . . . , jm of the indices 1, . . . ,m. ♦

Now we consider a bounded group X ⊂ Mat (C,m) or X ⊂ Mat (R,m) satisfying
X ∩ O%L (O) = ∅ for some L > 0 and q(δ) ∈ N for any δ > 0 such that, for all C ∈ X and
l ≥ q(δ), l ∈ N, there exist matrices C1, . . . , Cl ∈ X with the property that

C1 ∈ O%δ (I), Cj ∈ O%δ (Cj+1) , j ∈ {1, . . . , l − 1}, Cl ∈ O%δ (C). (2.5)

This implies (see (iii))

C−1
j · Cj+1 ∈ O%δQ(L)(I) ∩ X , j ∈ {1, . . . , l − 1}, C−1

l · C ∈ O
%
δQ(L)(I) ∩ X .

For δ = ε/Q(L) > 0, we have

C1 ∈ O%δ (I) ⊆ O%ε(I), C−1
j · Cj+1 ∈ O%ε(I), j ∈ {1, . . . , l − 1}, C−1

l · C ∈ O
%
ε(I).

Finally, since

C1 ·
(
C−1

1 · C2

)
·
(
C−1

2 · C3

)
· · ·
(
C−1
l−1 · Cl

)
·
(
C−1
l · C

)
= C,

the above mentioned condition is fulfilled (if one puts p(ε) = q(ε/Q(L)) + 1). Therefore,
the group X is transformable.

Example 2.7. Let us show that the special unitary group SU(m) (the group of all m×m
unitary matrices with determinant 1) is transformable for m ≥ 2, applying the implication
mentioned above (see (2.5)) for arbitrarily given C 6= I, C ∈ SU(m).

There exists an unitary matrix U such that

C = U∗ ·D · U, D = diag (λ1, . . . , λm) ,

where λ1 · · ·λm = 1. Let ϕ1, . . . , ϕm ∈ [0, 2π] be such that λj = eiϕj , j ∈ {1, . . . ,m}. Since

m∏
j=1

eiϕj = e
i

m∑
j=1

ϕj

= 1,

we have ϕ1 + · · ·+ϕm ≡ 0 (mod 2π), i.e., ϕ1 + · · ·+ϕm = 2kπ for some k ∈ {1, . . . ,m−1}.
Evidently, for an arbitrarily given δ > 0, there exists ε > 0 with the property that we can
change ϕj, j ∈ {1, . . . ,m}, into ϕj(εj) := ϕj + εj, where

m∑
j=1

εj = 0, ε1, . . . , εk ∈ [0, ε), εk+1, . . . , εm ∈ (−ε, 0],

so that
%
(
U∗ ·D · U,U∗ · diag

(
eiϕ1(ε1), . . . , eiϕm(εm)

)
· U
)
< δ. (2.6)

Indeed, it suffices to consider that the multiplication of matrices is uniformly continuous
on the m×m unitary group. We obtain the matrix

U∗ · diag
(
eiϕ1(ε1), . . . , eiϕm(εm)

)
· U ∈ SU(m),
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because ϕ1(ε1) + · · ·+ ϕm(εm) = 2kπ.
Let n ∈ N be such that n > 2π/ε. We put

ε1
1 :=

1

n
(2π − ϕ1) , . . . ε1

k :=
1

n
(2π − ϕk) , ε1

k+1 := − 1

n
ϕk+1, . . . ε1

m := − 1

n
ϕm,

ε2
1 :=

2

n
(2π − ϕ1) , . . . ε2

k :=
2

n
(2π − ϕk) , ε2

k+1 := − 2

n
ϕk+1, . . . ε2

m := − 2

n
ϕm,

...

εn−1
1 :=

n− 1

n
(2π − ϕ1) , . . . εn−1

k :=
n− 1

n
(2π − ϕk) ,

εn−1
k+1 := −n− 1

n
ϕk+1, . . . εn−1

m := −n− 1

n
ϕm,

εn1 := 2π − ϕ1, . . . εnk := 2π − ϕk, εnk+1 := −ϕk+1, . . . εnm := −ϕm.

Let us consider the matrices

C1 := U∗ · diag
(

eiϕ1(ε11), . . . , eiϕm(ε1m)
)
· U ∈ SU(m),

C2 := U∗ · diag
(

eiϕ1(ε21), . . . , eiϕm(ε2m)
)
· U ∈ SU(m),

...

Cn−1 := U∗ · diag
(

eiϕ1(εn−1
1 ), . . . , eiϕm(εn−1

m )
)
· U ∈ SU(m),

Cn := U∗ · diag
(

eiϕ1(εn1 ), . . . , eiϕm(εnm)
)
· U = I.

We have (see (2.6))

C1 ∈ O%δ (C), C2 ∈ O%δ (C1) , . . . Cn−1 ∈ O%δ (I) ,

i.e., we can choose q(δ) > 2π/ε.
To show the transformability of SU(m), it suffices to consider that the group SU(m)

is connected (path-connected) and compact (totally bounded) for each m (see, e.g., [76]).
Nevertheless, using the above mentioned process, one can show the transformability of
other matrix groups. For example, the group of the unitary matrices with determinant eir

for some r ∈ Q is transformable as well. Indeed, for any δ > 0 and an arbitrary unitary
matrix C 6= I with determinant eir, where r ∈ Q, there exists a matrix C0 satisfying
C0 ∈ O%δ (C), |C0 | = eir(C) for some r(C) ∈ Q∩ [0, 2π) and one can analogously find n ∈ N
and unitary matrices C1, . . . , Cn such that

C1 ∈ O%δ (C0), C2 ∈ O%δ (C1) , . . . Cn ∈ O%δ (Cn−1)

and that
|C1 | = eir(C)n−1

n , |C2 | = eir(C)n−2
n , . . . |Cn | = 1.

♦
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Example 2.8. We consider Hermitian symplectic matrices of dimension m = 2n, n ∈ N.
At first, we recall that a complex matrix S is said to be symplectic provided

S∗ · J · S = J, where J =

(
O I
−I O

)
.

The set Sp(n) of the Hermitian symplectic matrices is the intersection of the set of all
2n× 2n symplectic matrices and the set of all 2n× 2n unitary matrices. In fact (see [91]),
the Hermitian symplectic matrices are the matrices of the form(

A −B
B A

)
with the property that

A∗A+B∗B = I, A∗B = B∗A.

It is known (see, e.g., [76]) that Sp(n) is a compact and simply connected group. This fact
implies (2.5), i.e., Sp(n) is a transformable group. ♦

Example 2.9. Let Xj ⊂ Mat (F,mj) for j ∈ {1, . . . , n} be transformable groups. The
direct sum

n⊕
j=1

Xj = X1 ⊕X2 ⊕ · · · ⊕ Xn,

where M ∈
⊕n

j=1Xj if it is of the form

M =


M1 O · · · O
O M2 · · · O
...

...
. . .

...
O O · · · Mn

 , M1 ∈ X1,M2 ∈ X2, . . . ,Mn ∈ Xn,

is a transformable group as well. Condition (i) is fulfilled, because we can choose the same
p(L, ε) for all Xj; condition (ii) is obviously satisfied; to verify condition (iii), it suffices to
take into account that Xj ∩ O%1 (O) = ∅, j ∈ {1, . . . , n}.

The importance of the direct sum of transformable groups lies, i.a., in many isomor-
phisms of groups with applications in physics. For example, the spin group Spin(4) (see,
e.g., [178]) is isomorphic to SU(2)⊕SU(2), and H. Georgi and S. Glashow use the isomor-
phism of SU(3) ⊕ SU(2) ⊕ U(1) to a subgroup of SU(5) for the Georgi–Glashow model
in [81]. ♦

Example 2.10. Now we show that the intersection of circulant matrices and unitary
matrices form a transformable group. A complex matrix is called circulant if it has the
form of 

a1 a2 a3 · · · am
am a1 a2 · · · am−1

am−1 am a1 · · · am−2

...
...

...
. . .

...
a2 a3 a4 · · · a1

 .
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A matrix is circulant if and only if it can be written in the form of
∑m

j=1 ajB
j−1, where the

permutation matrix B = (bkl) is given by b12 = b23 = · · · = b(m−1)m = bm1 = 1. Because
of Bm = I, the product of two circulant matrices is a circulant matrix. The multiplication
of circulant matrices is commutative and the Hermitian adjoint of any circulant matrix
is circulant. Therefore, every circulant matrix is normal. A normal matrix is unitary if
and only if all its eigenvalues have the absolute value of 1. Hence, the set of the circulant
matrices, whose all eigenvalues have absolute value 1, is a group. We denote this group
by CU(m).

It is known (see, e.g., [3]) that all circulant matrices have the same eigenvectors. Thus,
there exists a unitary matrix U with the property that any circulant matrix can be ex-
pressed as the product U∗DU , where D is a diagonal matrix. It means that circulant
matrices are simultaneously diagonalizable for the single similarity matrix U . (In fact,
normal matrices are simultaneously diagonalizable if and only if they commute.) Further-
more, for every diagonal matrix D, the matrix U∗DU is circulant. Altogether, we have
that A ∈ CU(m) if and only if A = U∗DU for some

D = diag (d1, d2, . . . , dm) , | dj | = 1, j ∈ {1, . . . ,m}.

The fact that CU(m) is transformable comes from Example 2.4. Indeed, CU(m) = XU .
Evidently, CU(1) = U(1). The group CU(2) is just formed by symmetric unitary

matrices given by complex numbers a = a1 + a2i, b = b1 + b2i (a1, a2, b1, b2 ∈ R) in the first
row for which |a|2 + |b|2 = 1, a1b1 = −a2b2. Obviously, for any a ∈ C satisfying |a| ≤ 1,
one can find b so that the above equalities are fulfilled. It is seen that b can be chosen, in
addition, so that the function a 7→ b is continuous. Directly from this observation, we get
condition (i). We remark that, for m > 2, the symmetric unitary matrices do not form
a group, because the product of symmetric matrices is a symmetric matrix if and only if
they commute under multiplication. ♦

2.2.2 Strongly and weakly transformable groups

In this subsection, we define modifications of transformable groups—strongly and weakly
transformable groups. Before introducing strongly transformable groups, we mention an
auxiliary result.

Lemma 2.11. If X is transformable, then, for any {Li}i∈N ⊂ R+ and j ≥ 2, j ∈ N, one
can find {εi}i∈N ≡ {εi({Li}, j)}i∈N ⊂ R+ satisfying

∞∑
i=1

εi <∞,

ji ≥ p
(
Lg(i), εi

)
for infinitely many i ∈ N, some g(i) ∈ N, (2.7)

where g(i)→∞ as i→∞.

Proof. The lemma follows directly from (i). Indeed, one can put

εi := 2−k, i = f(k) for some k ∈ N;

εi := 2−i, i /∈ {f(k); k ∈ N}, i ∈ N
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for arbitrarily given increasing discrete function f : N→ N with the property that

jf(k) ≥ p
(
Lk, 2

−k) , k ∈ N,

whose inverse function is considered in (2.7) as g.

Of course, inequality (2.7) does not need to be true for all i ∈ N or for a set of i which
is relatively dense in N. This fact motivates the following definition.

Definition 2.12. A group X is strongly transformable if it is transformable and if for any
L ∈ R+, there exist j = j(L) ∈ N and a sequence {εi}i∈N ≡ {εi(L)}i∈N ⊂ R+ such that

∞∑
i=1

εi <∞, (2.8)

ji ≥ p (L, εi) for all i ∈ N. (2.9)

Example 2.13. Since we consider only maps which satisfy the Lipschitz condition in the
above examples (in the classical case) and since we can choose

p (L, ε,m+ 1) ≤ 3p (L, ε,m)

in (i) when we use the induction principle with respect to m (see Example 2.3), all concrete
transformable groups of matrices mentioned in Examples 2.2–2.10 are actually strongly
transformable. ♦

Example 2.13 shows that several transformable groups used in applications are strongly
transformable. Nevertheless, if we change the metric in the examples above in a neighbour-
hood of −1 (in R or C) so that the l−l-neighbourhood of −1 becomes the l−1-neighbourhood
of −1 for all sufficiently large l ∈ N (and the rest remains unchanged), then all mentioned
groups are still transformable and none of them is strongly transformable.

Since certain matrix groups (important in applications) are not transformable, although
they possess transformable subgroups, we introduce the following generalization of the
transformability.

Definition 2.14. A matrix group X ⊂ Mat (F,m) is weakly transformable if there exist
a transformable group X0 ⊆ X , matrices X1, . . . , Xl ∈ X , and δX > 0 such that

(I) any U ∈ X can be expressed as U = C(U) ·Xj for some C(U) ∈ X0, j ∈ {1, . . . , l},

and that

(II) % (C ·Xi, D ·Xj) > δX for all C,D ∈ X0, i 6= j, i, j ∈ {1, . . . , l}.

Again, we give important examples of the considered type of matrix groups in the
complex and real case.
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Example 2.15. We use the fact that the group SO(m) of all real orthogonal matrices of
a dimension m ≥ 2 with determinant 1 is transformable to prove that the group O(m) of
all real orthogonal matrices is weakly transformable. We put

X0 := SO(m), X1 := I, X2 :=


−1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

 .

If U ∈ O(m) r SO(m), then U = C(U)X2, where C(U) = U X−1
2 ∈ SO(m). Indeed,

|U | = −1, |X−1
2 | = −1. This gives us condition (I). The mapping C 7→ |C | is continuous

on O(m). Thus, there exists δ > 0 such that

% (C1, C2) > δ if C1, C2 ∈ O(m), |C1 | = 1, |C2 | = −1,

i.e., % (C X1, DX2) > δ for any C,D ∈ X0 (consider |C X1 | = 1, |DX2 | = −1). ♦

Example 2.16. Let X1 be a weakly transformable group and let X2 be an arbitrary finite
matrix group. We can directly see that the direct sum X1 ⊕ X2 is weakly transformable.
Thus, the group O(2)⊕Ok(2), where

Ok(2) = {I, T, . . . , T k−1, S, ST, . . . , ST k−1}

and

T :=

(
cos 2π

k
sin 2π

k

− sin 2π
k

cos 2π
k

)
, S :=

(
0 1
1 0

)
,

is weakly transformable for all k ∈ N. For the representation of this group, see [76]; for
collections of finite groups, we refer to [16, 43]. ♦

Example 2.17. Evidently, any direct sum X1⊕X2 is weakly transformable if both X1 and
X2 are weakly transformable. Especially, the group O(m)⊕O(m) is weakly transformable
for m ≥ 2. This group is isomorphic to the perplectic orthogonal group which is denoted
by PO(2m) and defined as

PO(2m) = {P ∈ O(2m); R · P = P ·R} ,

where

R :=


0 · · · 0 1
0 · · · 1 0
... . .

. ...
...

1 · · · 0 0

 .

Note that PO(2m) is exactly the set of all centro-symmetric orthogonal matrices.
Let us show that the group PO(3) is weakly transformable. In [58], there is shown that

PO(3) consists of {W (ϕ);ϕ ∈ [0, 2π]} and the components
0 0 1

0 −1 0
1 0 0

 ·W (ϕ);ϕ ∈ [0, 2π]

 ,


1 0 0

0 −1 0
0 0 1

 ·W (ϕ);ϕ ∈ [0, 2π]

 ,
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
0 0 1

0 1 0
1 0 0

 ·W (ϕ);ϕ ∈ [0, 2π]

 ,

where

W (ϕ) :=
1

2

 cosϕ+ 1
√

2 sinϕ cosϕ− 1

−
√

2 sinϕ 2 cosϕ −
√

2 sinϕ

cosϕ− 1
√

2 sinϕ cosϕ+ 1

 .

Since (W (ϕ))−1 = W (−ϕ), ϕ ∈ [0, 2π], we can express PO(3) by the following compo-
nents

PO1(3) = {W (ϕ);ϕ ∈ [0, 2π]} ,

PO2(3) =

W (ϕ) ·

0 0 1
0 −1 0
1 0 0

−1

;ϕ ∈ [0, 2π]

 ,

PO3(3) =

W (ϕ) ·

1 0 0
0 −1 0
0 0 1

−1

;ϕ ∈ [0, 2π]

 ,

PO4(3) =

W (ϕ) ·

0 0 1
0 1 0
1 0 0

−1

;ϕ ∈ [0, 2π]

 .

We put (see Definition 2.14)

X0 := PO1(3), X1 := I, X2 :=

0 0 1
0 −1 0
1 0 0

 = X−1
2 ,

X3 :=

1 0 0
0 −1 0
0 0 1

 = X−1
3 , X4 :=

0 0 1
0 1 0
1 0 0

 = X−1
4 .

The transformability of PO1(3) follows from the fact that PO1(3) is a connected matrix
subgroup of O(3) (see [58]). Let us explain it in detail. For any ϕ ∈ [0, 2π] and sufficiently
large n ∈ N, we consider the sequence

ϕ

n
, 2

ϕ

n
, . . . (n− 1)

ϕ

n
, ϕ.

Obviously, for every δ > 0, there exists q ∈ N satisfying

W
(ϕ
l

)
∈ O%δ (I), W

(
2
ϕ

l

)
∈ O%δ

(
W
(ϕ
l

))
, . . .

W
(

(l − 1)
ϕ

l

)
∈ O%δ

(
W
(

(l − 2)
ϕ

l

))
, W

(
(l − 1)

ϕ

l

)
∈ O%δ (W (ϕ))

for all ϕ ∈ [0, 2π] and l ≥ q. Now it suffices to realize (2.5).
It remains to show that the components have a positive distance. Let ϕ, ψ ∈ [0, 2π]

and Wj(·) ∈ POj(3), j ∈ {1, 2, 3, 4}. Since the entries of these matrices are continuous
functions defined on the compact set [0, 2π], the sets POj(3), j ∈ {1, 2, 3, 4}, are also
compact. Therefore, it suffices to show that these components are disjoint.
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(1 & 2) Suppose that there exist ϕ, ψ ∈ [0, 2π] such that W1(ϕ) = W2(ψ), i.e., cosϕ+ 1
√

2 sinϕ cosϕ− 1

−
√

2 sinϕ 2 cosϕ −
√

2 sinϕ

cosϕ− 1
√

2 sinϕ cosϕ+ 1

 =

 cosψ − 1 −
√

2 sinψ cosψ + 1

−
√

2 sinψ −2 cosψ −
√

2 sinψ

cosψ + 1 −
√

2 sinψ cosψ − 1

 .

Considering the entries in the first row and the first column, we have ϕ = π
and ψ ∈ {0, 2π}. On the other hand, from entries in the first row and the third
column, we obtain ϕ ∈ {0, 2π} and ψ = π. This gives a contradiction.

(1 & 3) Again by contradiction, we suppose that there exist ϕ, ψ ∈ [0, 2π] such that
W1(ϕ) = W3(ψ), i.e., cosϕ+ 1

√
2 sinϕ cosϕ− 1

−
√

2 sinϕ 2 cosϕ −
√

2 sinϕ

cosϕ− 1
√

2 sinϕ cosϕ+ 1

 =

 cosψ + 1 −
√

2 sinψ cosψ − 1

−
√

2 sinψ −2 cosψ −
√

2 sinψ

cosψ − 1 −
√

2 sinψ cosψ + 1

 .

At first, we pay our attention to the entries on the positions (1, 2) and (2, 1). We
obtain

sinϕ = − sinψ = − sinϕ, i.e., ϕ, ψ ∈ {0, π, 2π}.
Next, the entries (3, 1) and (2, 2) give

cosϕ = cosψ = − cosϕ, i.e., ϕ, ψ ∈ {π/2, 3π/2} .

Hence, the components PO1(3) and PO3(3) are disjoint as well.

Finally, the cases (1 & 4), (2 & 3), and (3 & 4) are analogous to (1 & 2) and (2 & 4) is
analogous to (1 & 3). ♦

2.3 Systems without almost periodic solutions

Now we can consider the gist of this chapter. At first, we prove an auxiliary result and
a result concerning strongly transformable groups which is generalized later in this work.

Lemma 2.18. If an almost periodic sequence of non-singular Ak ∈ Mat(F,m) is such
that, for any ε > 0, there exists i = i(ε) ∈ Z for which % (O,Ai) < ε, then the system
xk+1 = Ak xk, k ∈ Z, does not have a non-trivial almost periodic solution.

Proof. By contradiction, suppose that we have an almost periodic sequence {Ak}, a se-
quence {hi}i∈N ⊆ Z satisfying

% (O,Ahi) <
1

i
, i ∈ N, (2.10)

and a non-trivial almost periodic solution {xk} of the system xk+1 = Ak xk. Using Corol-
lary 1.5, we obtain uniformly convergent common subsequences

{{Ak+h̃i
}k∈Z}i∈N and {{xk+h̃i

}k∈Z}i∈N
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of the sequences {{Ak+hi}k∈Z}i∈N and {{xk+hi}k∈Z}i∈N. The limits are denoted as {Bk}
and {yk}.

We put ε := % (x0, o) /2 > 0. Because of the almost periodicity of {xk}, there exists
some p (ε) from Definition 1.1. We consider the sets Ni := {i + 1, i + 2, . . . , i + p (ε)} for
i ∈ Z. Any one of the sets Ni contains a number l ∈ T ({xk}, ε). Thus,

xl /∈ O%ε(o). (2.11)

From (2.10) it follows that B0 = O. Since the multiplication of matrices is continuous, one
can find ϑ > 0 for which

Cj · · ·C0 · y ∈ O%ε(o), j = 0, 1, . . . , p (ε)− 1,

if y ∈ O%ϑ(y0) and Ci ∈ O%ϑ(Bi), i ∈ {0, . . . , j}. There exists i ∈ N such that

%
(
Ak+h̃i

, Bk

)
< ϑ, %

(
xk+h̃i

, yk
)
< ϑ, k ∈ Z.

Therefore,
xj+h̃i ∈ O

%
ε(o), j = 1, . . . , p (ε) . (2.12)

Indeed, it is valid

xj+h̃i = Aj+h̃i−1 · · ·Ah̃i · xh̃i , j = 1, . . . , p (ε) .

This contradiction (compare (2.11) with (2.12)) gives the proof.

Theorem 2.19. Let X be strongly transformable. Let {Ak} ∈ AP(X ) and ε > 0 be
arbitrarily given. If there exist L ∈ R+ and {Mi}i∈N such that

Mi, M
−1
i ∈ X rO%L(O), i ∈ N, (2.13)

and that, for any non-zero vector u ∈ Fm, one can find i = i(u) ∈ N with the property that
Mi u 6= u, then there exists {Bk} ∈ Oσε ({Ak}) which does not possess a non-trivial almost
periodic solution.

Proof. If {Ak} has a non-trivial almost periodic solution, then there exists K ∈ R+ such
that % (Ak, O) > K for all k. Indeed, it follows from Lemma 2.18. Since it suffices to
consider only very small ε > 0, we can assume without loss of generality that

L+ ε < % (I, O) , L+ ε < % (Ak, O) , k ∈ Z; (2.14)

otherwise we can put Bk := Ak, k ∈ Z.
Let η = η(ε/2), ζ, P and Q = Q(L) be from (ii) and (iii), respectively. Further, let

η < ε < ζ and let {εi}i∈N ⊂ R+, n ∈ N, and j ≥ 2 (j ∈ N) satisfy

∞∑
i=1

εi <
η

PQ
, (2.15)

ji(n+ 1) ≥ p (L, εi) for all i ∈ N. (2.16)
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The inequality (2.15) follows from (2.8) if we omit finitely many values of εi, and (2.16)
from the fact that n and j can be arbitrarily large and from (2.9). We remark that P,Q ≥ 1.

We put
Bk := Ak, Ck := I for k ∈ {0, 1, . . . , n}

and we choose

Bk = Ak · Ck for some Ck ∈ O%ε2Q
(
Ck−(n+1)

)
∩ X , k ∈ {n+ 1, . . . , 2(n+ 1)− 1},

...

Bk = Ak · Ck, Ck ∈ O%ε2Q
(
Ck−j4(n+1)

)
∩ X , k ∈ {j4(n+ 1), . . . , (j4 + 1)(n+ 1)− 1},

arbitrarily such that

n+1∏
k=(j2+1)(n+1)−1

Bk = M1,
n+1∏

k=(j3+j2)(n+1)−1

Bk =
n+1∏

k=(j4+1)(n+1)−1

Bk = I.

For
C1, . . . , Cn, D1, . . . , Dn ∈ X , Di ∈ O%ϑ(Ci),

where ϑ > 0, L+ ϑ ≤ % (Ci, O), i ∈ {1, . . . , n}, and n ≥ p (L, ϑ), we can express

Dn · · ·D2 ·D1 = Cn ·
(
C−1
n ·Dn

)
· · ·C1 ·

(
C−1

1 ·D1

)
,

where
(C−1

i ·Di) ∈ O%ϑQ (I) , i ∈ {1, . . . , n}.

Using this fact and considering (2.13), (2.14), and (2.16), we get the existence of the above
matrices Ck.

In the second step, we put

Bk := Ak · Ck+(j4+1)(n+1), k ∈ {−(j4 + 1)(n+ 1), . . . ,−1},

...

Bk := Ak · Ck+j4(j4+1)(n+1), k ∈ {−j4(j4 + 1)(n+ 1), . . . ,−(j4 − 1)(j4 + 1)(n+ 1)− 1},

and we denote

Ck := A−1
k ·Bk, k ∈ {−j4(j4 + 1)(n+ 1), . . . ,−1}.

Now we choose

Bk = Ak · Ck, Ck ∈ O%ε4PQ
(
Ck−(j4+1)2(n+1)

)
∩ X ,

k ∈ {(j4 + 1)(n+ 1), . . . , (j4 + 1)(n+ 1) + (j4 + 1)2(n+ 1)− 1},

...
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Bk = Ak · Ck, Ck ∈ O%ε4PQ
(
Ck−j4(j4+1)2(n+1)

)
∩ X ,

k ∈ {(j4 + 1 + (j4 − 1)(j4 + 1)2)(n+ 1), . . . , (j4 + 1 + j4(j4 + 1)2)(n+ 1)− 1},
arbitrarily such that

(j4+1)(n+1)∏
k=j7(n+1)−1

Bk = M1,

(j4+1)(n+1)∏
k=(j7+j6−j0)(n+1)−1

Bk = I,

(j4+1)(n+1)∏
k=j8 (n+1)−1

Bk = M1,

(j4+1)(n+1)∏
k=(j8+j6−j3)(n+1)−1

Bk = I,

(j4+1)(n+1)∏
k=j9 (n+1)−1

Bk = M2,

(j4+1)(n+1)∏
k=(j9+j6−j0)(n+1)−1

Bk = I,

(j4+1)(n+1)∏
k=j10(n+1)−1

Bk = M2,

(j4+1)(n+1)∏
k=(j10+j6−j3)(n+1)−1

Bk = I,

(j4+1)(n+1)∏
k=(j4+1)(n+1)+j4(j4+1)2(n+1)−1

Bk = I.

Such matrices Ck exist. Indeed, we can transform

B̃k := Ak · Ck−(j4+1)2(n+1),

k ∈ {(j4 + 1)(n+ 1), . . . , (j4 + 1)(n+ 1) + (j4 + 1)2(n+ 1)− 1},

...

B̃k := Ak · Ck−j4(j4+1)2(n+1),

k ∈ {(j4 + 1 + (j4 − 1)(j4 + 1)2)(n+ 1), . . . , (j4 + 1 + j4(j4 + 1)2)(n+ 1)− 1},
into Bk by

Bk = Ak · Ck−(j4+1)2(n+1) · C̃k,
k ∈ {(j4 + 1)(n+ 1), . . . , (j4 + 1)(n+ 1) + (j4 + 1)2(n+ 1)− 1},

...

Bk = Ak · Ck−j4(j4+1)2(n+1) · C̃k,
k ∈ {(j4 + 1 + (j4 − 1)(j4 + 1)2)(n+ 1), . . . , (j4 + 1 + j4(j4 + 1)2)(n+ 1)− 1},

where C̃k ∈ O%ε4Q (I) for all considered k (see (iii)). Hence, we have (see (ii) and also the
below given (2.20) and (2.21))

Ck−(j4+1)2(n+1) · C̃k ∈ O%ε4PQ
(
Ck−(j4+1)2(n+1)

)
,

k ∈ {(j4 + 1)(n+ 1), . . . , (j4 + 1)(n+ 1) + (j4 + 1)2(n+ 1)− 1},
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...

Ck−j4(j4+1)2(n+1) · C̃k ∈ O%ε4PQ
(
Ck−j4(j4+1)2(n+1)

)
,

k ∈ {(j4 + 1 + (j4 − 1)(j4 + 1)2)(n+ 1), . . . , (j4 + 1 + j4(j4 + 1)2)(n+ 1)− 1}.

Thus, we can obtain Ck from the previous step and from the above C̃k.
We put

Bk := Ak · Ck+(j4+1)3(n+1),

k ∈ {−(j4 + 1)3(n+ 1)− j4(j4 + 1)(n+ 1), . . . ,−j4(j4 + 1)(n+ 1)− 1},

...

Bk := Ak · Ck+j4(j4+1)3(n+1),

k ∈ {−j4(j4 + 1)3(n+ 1)− j4(j4 + 1)(n+ 1), . . . ,

− (j4 − 1)(j4 + 1)3(n+ 1)− j4(j4 + 1)(n+ 1)− 1},
and we denote

Ck := A−1
k ·Bk,

k ∈ {−j4(j4 + 1)3(n+ 1)− j4(j4 + 1)(n+ 1), . . . ,−j4(j4 + 1)(n+ 1)− 1}.

We proceed further in the same way. In the (2i− 1)-th step, we choose

Bk = Ak · Ck, Ck ∈ O%ε2iPQ
(
Ck−(j4+1)2i−2(n+1)

)
∩ X ,

k ∈ {(j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1) + · · ·+ j4(j4 + 1)2i−4(n+ 1),

. . . , (j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1) + · · ·
+ · · ·+ j4(j4 + 1)2i−4(n+ 1) + (j4 + 1)2i−2(n+ 1)− 1},

...

Bk = Ak · Ck, Ck ∈ O%ε2iPQ
(
Ck−j4(j4+1)2i−2(n+1)

)
∩ X ,

k ∈ {(j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1) + · · ·+ j4(j4 + 1)2i−4(n+ 1)

+ (j4 − 1)(j4 + 1)2i−2(n+ 1), . . . , (j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1)

+ · · ·+ j4(j4 + 1)2i−4(n+ 1) + j4(j4 + 1)2i−2(n+ 1)− 1},
such that

q(i)∏
k=p01−1

Bk = M1,

q(i)∏
k=p01+(j3i−j0)(n+1)−1

Bk = I,

q(i)∏
k=p11−1

Bk = M1,

q(i)∏
k=p11+(j3i−j3)(n+1)−1

Bk = I,

...
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q(i)∏
k=pi−1

1 −1

Bk = M1,

q(i)∏
k=pi−1

1 +(j3i−j3(i−1))(n+1)−1

Bk = I,

...
q(i)∏

k=p0i−1

Bk = Mi,

q(i)∏
k=p0i +(j3i−j0)(n+1)−1

Bk = I,

q(i)∏
k=p1i−1

Bk = Mi,

q(i)∏
k=p1i +(j3i−j3)(n+1)−1

Bk = I,

...
q(i)∏

k=pi−1
i −1

Bk = Mi,

q(i)∏
k=pi−1

i +(j3i−j3(i−1))(n+1)−1

Bk = I,

and
q(i)∏

k=p(i)

Bk = I,

where p0
1, . . . , p

i−1
1 , . . . , p0

i , . . . , p
i−1
i are arbitrary positive integers for which

q(i) + j2i (n+ 1) ≤ p0
1

and
p0

1 + (j2i + j3i)(n+ 1) ≤ p1
1, . . . pi−2

1 + (j2i + j3i)(n+ 1) ≤ pi−1
1 ,

pi−1
1 + (j2i + j3i)(n+ 1) ≤ p0

2,

...

p0
i + (j2i + j3i)(n+ 1) ≤ p1

i , . . . pi−2
i + (j2i + j3i)(n+ 1) ≤ pi−1

i ,

pi−1
i + (j2i + j3i)(n+ 1) ≤ p(i)

if
q(i) = (j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1) + · · ·+ j4(j4 + 1)2i−4(n+ 1),

p(i) = (j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1) + · · ·+ j4(j4 + 1)2i−2(n+ 1)− 1.

The existence of these numbers follows from

p(i)− q(i) = j4(j4 + 1)2i−2(n+ 1)− 1 ≥ (j2i + j3i)(i2 + 1)(n+ 1),

i, j ≥ 2 (i, j ∈ N), n ∈ N,

and the existence of the above matrices Bk follows from (2.16) and from

j3i − j3(i−k) ≥ j2i, k ∈ {1, . . . , i}, i ∈ N, j ≥ 2 (j ∈ N) .
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In the 2i-th step, we put

Bk := Ak · Ck+(j4+1)2i−1(n+1),

k ∈ {−((j4 + 1)2i−1 + · · ·+ j4(j4 + 1)3 + j4(j4 + 1))(n+ 1),

. . . ,−(j4(j4 + 1)2i−3 + · · ·+ j4(j4 + 1)3 + j4(j4 + 1))(n+ 1)− 1},

...

Bk := Ak · Ck+j4(j4+1)2i−1(n+1),

k ∈ {−j4((j4 + 1)2i−1 + · · ·+ (j4 + 1)3 + (j4 + 1))(n+ 1),

. . . ,−((j4 − 1)(j4 + 1)2i−1 + · · ·+ j4(j4 + 1)3 + j4(j4 + 1))(n+ 1)− 1},
and we denote

Ck := A−1
k ·Bk, k ∈ {−(j4(j4 + 1)2i−1 + · · ·+ j4(j4 + 1)3 + j4(j4 + 1))(n+ 1),

. . . ,−(j4(j4 + 1)2i−3 + · · ·+ j4(j4 + 1)3 + j4(j4 + 1))(n+ 1)− 1}.

Using this construction, we obtain the sequence {Bk}k∈Z ⊆ X .
We consider the system

xk+1 = Bk · xk, k ∈ Z. (2.17)

Suppose that there exists a non-zero vector u ∈ Fm for which the solution {xk} of (2.17)
satisfying xn+1 = u is almost periodic. We know that

xk =
n+1∏
i=k−1

Bi · u for k > n+ 1, k ∈ N. (2.18)

If we choose {hi}i∈N ≡ {j3(i−1)(n+ 1)}i∈N for {ϕk} ≡ {xk} in Corollary 1.5 (see also Theo-
rem 1.3), then, for any ϑ > 0, we get the existence of an infinite set N = N(ϑ) ⊆ N0 such
that

%
(
xk+j3i1 (n+1), xk+j3i2 (n+1)

)
< ϑ, k ∈ Z, i1, i2 ∈ N. (2.19)

Thus, for every ϑ > 0, there exist infinitely many ϑ-translation numbers in the form
(j3i1 − j3i2)(n + 1), where i1 > i2 (i1, i2 ∈ N). For some i ∈ N with the property that
Mi u 6= u, we choose ϑ < % (Mi u, u) and the above i1 > i2 > i (i1, i2 ∈ N) arbitrarily. We
have (see (2.19))

%
(
xk+(j3i1−j3i2 )(n+1), xk

)
< ϑ, k ∈ Z.

From (2.18) and the construction of {Bk}, we obtain

%
(
xk+(j3i1−j3i2 )(n+1), xk

)
> ϑ for at least one k ∈ N.

This contradiction gives that {xk} cannot be almost periodic. It means that system (2.17)
does not have a non-trivial almost periodic solution.

Now it suffices to show that {Bk} ∈ Oσε ({Ak}); i.e., that Bk ∈ O%ε̃(Ak) for all k and
some ε̃ ∈ (0, ε) and that {Bk} is almost periodic. It is seen that

Ck ∈ O%ε2Q(I), k ∈ {−j4(j4 + 1)(n+ 1), . . . , 0, . . . , (j4 + 1)(n+ 1)− 1},



2.3 Systems without almost periodic solutions 53

Ck ∈ O%(ε2+ε4)PQ(I),

k ∈ {(j4 + 1)(n+ 1), . . . , (j4 + 1 + j4(j4 + 1)2)(n+ 1)− 1},

Ck ∈ O%(ε2+ε4)PQ(I),

k ∈ {−j4(j4 + 1)3(n+ 1)− j4(j4 + 1)(n+ 1), . . . ,−j4(j4 + 1)(n+ 1)− 1},

and that, for all i ≥ 3 (i ∈ N), it is valid

Ck ∈ O%(ε2+ε4+···+ε2i)PQ(I),

k ∈ {(j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1) + · · ·+ j4(j4 + 1)2i−4(n+ 1), . . . ,

(j4 + 1)(n+ 1) + j4(j4 + 1)2(n+ 1) + · · ·+ j4(j4 + 1)2i−2(n+ 1)− 1},

Ck ∈ O%(ε2+ε4+···+ε2i)PQ(I),

k ∈ {−(j4(j4 + 1)2i−1 + · · ·+ j4(j4 + 1)3 + j4(j4 + 1))(n+ 1), . . . ,

− (j4(j4 + 1)2i−3 + · · ·+ j4(j4 + 1)3 + j4(j4 + 1))(n+ 1)− 1}.

Thus, we have (see (2.15))
Ck ∈ O%η(I), k ∈ Z, (2.20)

and (see (iii))
Bk ∈ O%ε/2(Ak), k ∈ Z. (2.21)

Indeed,
Bk = Ak · Ck for all k ∈ Z. (2.22)

From Theorem 1.27 it follows that the sequence {Ck} is almost periodic. Using Co-
rollary 1.12 and the almost periodicity of {Ak}, we see that the set

T ({Ak}, δ) ∩ T ({Ck}, δ) is relatively dense in Z (2.23)

for any δ > 0. Since the multiplication of matrices is uniformly continuous on X , consi-
dering (2.22), we have

T ({Ak}, δ(ϑ)) ∩ T ({Ck}, δ(ϑ)) ⊆ T ({Bk}, ϑ) (2.24)

for arbitrary ϑ > 0, where δ(ϑ) > 0 is the number corresponding to ϑ from the definition
of the uniform continuity of the matrix multiplication. Finally, (2.23) and (2.24) give the
almost periodicity of {Bk} which completes the proof.

Note that, in Theorem 2.19, condition (2.13) can be omitted (i.e., one can put L = 0).
This fact follows from the below given Lemma 2.27. Now, for the later comparison, let us
recall a result from [45] (see also [1, Theorem 2.10.1]) and one of its consequences.

Theorem 2.20. Let (F, %(·, ·)) = (C, | · − · |). If a vector valued sequence {bk} is almost
periodic and a matrix A ∈Mat(C,m) non-singular, then a solution of

xk+1 = A · xk + bk, k ∈ Z,

is almost periodic if and only if it is bounded.
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Remark 2.21. Several modifications and generalizations of Theorem 2.20 are known. The
first theorem of the type as Theorem 2.20 was established by E. Esclangon (in [64]) for
quasiperiodic solutions of linear differential equations of higher orders. It was extended
by H. Bohr and O. Neugebauer (in [29]) to the form mentioned in Remark 2.23 below.
In [152], Theorem 2.20 is proved if A ∈Mat(R,m) and {bk} is almost periodic in various
metrics. 4

Corollary 2.22. Let (F, %(·, ·)) = (C, | · − · |). Let a periodic sequence {Ak} of m × m
non-singular matrices with complex elements be given. Then, a solution of the system
xk+1 = Ak xk, k ∈ Z, is almost periodic if and only if it is bounded.

Proof. Every almost periodic sequence is bounded. Hence, we need to show only that the
boundedness of a solution implies its almost periodicity. Assume that we have a periodic
system xk+1 = Ak xk, k ∈ Z, and its bounded solution {xk}. Let n ∈ N be a period
of {Ak}. Applying Theorem 2.20, we get that the sequence {y1

k} ≡ {xnk}; i.e.,

y1
0 = x0, y1

k =
0∏

i=nk−1

Ai · x0, k ∈ N, y1
k =

−1∏
i=nk

A−1
i · x0, k ∈ Z r N;

is almost periodic. Indeed, {y1
k} is a bounded solution of the constant system

yk+1 = An−1 · · ·A1 · A0 · yk, k ∈ Z.

Analogously, one can show that the sequences {yjk} ≡ {xnk+j−1}, j ∈ {2, 3, . . . , n}, are
almost periodic as well. The almost periodicity of {xk} follows from Corollary 1.10.

Remark 2.23. We add that it is possible to obtain several modifications of Corollary 2.22
for non-homogeneous systems if the non-homogeneousness is almost periodic. We men-
tion at least the most important one—the continuous version for differential systems. If
a complex matrix valued function A(t), t ∈ R, is periodic and a complex vector valued
function b(t), t ∈ R, is almost periodic, then any solution of x′(t) = A(t)x(t) + b(t), t ∈ R,
is almost periodic if and only if it is bounded. See the introduction of Chapter 6 or, e.g.,
[72, Corollary 6.5]; for generalizations and supplements, see [129]. 4

Example 2.24. Consider again (F, %(·, ·)) = (C, | · − · |). We want to document that
Corollary 2.22 is no longer true if {Ak} is only almost periodic. We know (see Lemma 1.32
and consider the second part of Corollary 1.26) that the real sequence {ak} defined by the
recurrent formula (1.36) on N0 and by the prescription

ak := −a−k−1 for k ∈ Z r N0 (2.25)

is almost periodic and that it satisfies (see Lemma 1.35)

2n−1∑
k=0

ak = 1,
2n+j+2n−1∑

k=0

ak = 2− 1

2j
, n ∈ N0, j ∈ N. (2.26)

Let X be the set of all m×m diagonal matrices with numbers on the diagonal which
has absolute value 1. (It is easily seen that, in this case, X is strongly transformable.
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See also Examples 2.4 and 2.13.) All solutions of the system of the form (2.2) given by
the almost periodic (see Theorem 1.6) sequence {Ak} ≡ diag (exp (iak) , . . . , exp (iak)) are
obviously bounded, but we will show that they are not almost periodic (except the trivial
one).

It suffices to consider the scalar case, i.e., m = 1. We suppose that the system has an
almost periodic solution {xk}. We have

xk = exp

(
i
k−1∑
j=0

aj

)
· x0, k ∈ N.

Especially (see (2.26)),

x2n = exp (i) · x0, x2n+j+2n = exp
(
2i− 2−ji

)
· x0, n ∈ N0, j ∈ N. (2.27)

Using Corollary 1.5 (or Theorem 1.3) for the sequence {2j}j∈N, for any ε > 0, we get an
infinite set N = N(ε) ⊆ N such that

|xk+2j(1) − xk+2j(2) | < ε for all k ∈ Z, j(1), j(2) ∈ N.

For some j(1) ∈ N , the choice k = 2j(1) and (2.27) give∣∣ exp (i)− exp
(
2i− 2j(1)−j(2)i

) ∣∣ · |x0 | < ε, j(1) < j(2), j(1), j(2) ∈ N.

Since ε can be arbitrarily small and j(2) > j(1) can be found for every ε > 0, we obtain
x0 = 0. Thus, the system does not have a non-trivial almost periodic solution. ♦

In the above example, we see that the boundedness is necessary to the almost pe-
riodicity of solutions but not sufficient. Now we prove a more important necessary (also
not sufficient, see again Example 2.24) condition about the limitation of almost periodic
solutions.

Lemma 2.25. Let an almost periodic sequence of non-singular Ak ∈Mat(F,m) be given.
Let {xk} be an almost periodic solution of the system xk+1 = Ak xk, k ∈ Z. Then, it is
valid either xk = o, k ∈ Z, or

inf
k∈Z

% (xk, o) > 0.

Proof. Suppose that an almost periodic solution {xk} of a system satisfies

inf
k∈Z

% (xk, o) = 0.

Let {hi}i∈N ⊆ Z be such that
lim
i→∞

% (xhi , o) = 0. (2.28)

Considering Corollary 1.5 and Theorems 1.7 and 1.8, we get a subsequence {h̃i} of {hi}
for which there exist almost periodic sequences {Bk}, {yk} satisfying

lim
i→∞

Ak+h̃i
= Bk, lim

i→∞
Bk−h̃i = Ak, lim

i→∞
xk+h̃i

= yk, lim
i→∞

yk−h̃i = xk,

where the convergences can be uniform with respect to k ∈ Z (see Remark 1.9). We
have yk+1 = Bk yk, k ∈ Z, and y0 = o (see (2.28)). Thus, {yk} ≡ {o}. Consequently,
xk = limi→∞ yk−h̃i = o for k ∈ Z.
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Example 2.26. Applying Theorem 1.27 for n = 0, ϕ0 = 2, j = 1, and ri = 3/2i, i ∈ N,
we construct the everywhere non-zero almost periodic sequence

b0 := 2, b1 := 2− 1, b−2 := 2− 1

2
, b−1 := 1− 1

2
,

...

bk := bk+22i−1 − 1

22i−1
, k ∈ {−22i−1 − · · · − 23 − 2, . . . ,−22i−3 − · · · − 23 − 2− 1},

bk := bk−22i −
1

22i
, k ∈ {2 + 22 + · · ·+ 22i−2, . . . , 2 + 22 + · · ·+ 22i−2 + 22i − 1},

...

in the space (R, | · − · |). Since

lim
i→∞

b 20−21+22−23+···+(−2)i = 0,

the equation xk+1 = bk xk, k ∈ Z, does not have a non-trivial almost periodic solution (see
Lemma 2.18) and the vector valued sequence {bk u}, where u 6= o, u ∈ Rm, is not a solution
of an almost periodic homogeneous linear difference system (see Lemma 2.25).

Moreover, for any bounded countable set of real numbers, it is shown in [73] that there
exists an almost periodic sequence whose range is the set. (For details, we refer to the
next chapter.) It means that there exists a large class of almost periodic sequences which
cannot be solutions of any almost periodic system (2.2). ♦

To improve Theorem 2.19, we need also the next lemma.

Lemma 2.27. Let X be transformable and let {Ak} ∈ AP(X ) and ε > 0 be arbitrary. If
there exists a matrix M(ϑ) ∈ O%ϑ(O)∩X for any ϑ > 0, then there exists {Bk} ∈ Oσε ({Ak})
which does not have an almost periodic solution other than the trivial one.

Proof. We put Li := % (Mi, O) for matrices Mi ∈ X , i ∈ N, such that

lim
i→∞

Li = 0, Li+1 < Li, i ∈ N. (2.29)

Let η = η(ε/2), ζ, and P and Q = Q(L1) be from (ii) and (iii), respectively. We can
assume (or choose {Bk} ≡ {Ak}) that

η < ε < ζ, L1 + ε < % (Ak, O) , k ∈ Z,

and that (see also Lemma 2.11) we have {εi}i∈N ⊂ R+, j ≥ 2 (j ∈ N), and n ∈ N satisfying

∞∑
i=1

εi <
η

PQ
,

ji(n+ 1) ≥ p
(
Lg(i), εi

)
for infinitely many odd i ∈ N, (2.30)
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where g(i) is from Lemma 2.11 as well.
The set of all i 6= 1 (i ∈ N), which are not divisible by 2 and for which (2.30) is valid, is

denoted by N . Let N = {i1, i2, . . . , il, . . . }, where il < il+1, l ∈ N. Since we can redefine Li
(choose other Mi), we can also assume that g(il) ≥ l, l ∈ N. We will construct sequences
{Bk} and {Ck} as in the proof of Theorem 2.19 for j4 replaced by j. First of all we put

pl := (j + 1 + j(j + 1)2 + · · ·+ j(j + 1)il−3)(n+ 1), l ∈ N,
ql := (j + 1 + j(j + 1)2 + · · ·+ j(j + 1)il−1)(n+ 1)− 1, l ∈ N.

Before the i1-th step (for k ≤ p1 − 1), we choose the matrices Ck (consequently Bk)
arbitrarily. We will obtain Bk and define

J1 :=
0∏

k=p1

Bk, J2 :=
0∏

k=p2

Bk, . . .

In the i1-th step, we choose the matrices Ck arbitrarily if J1 ∈ O%L1
(O), and so that

0∏
k=q1

Bk = M1 if J1 /∈ O%L1
(O).

Between the i1-th step and the i2-th step, we choose them again arbitrarily. In the i2-th
step, we choose them arbitrarily if J2 ∈ O%L2

(O), and so that

0∏
k=q2

Bk = M2 if J2 /∈ O%L2
(O).

If we proceed further in the same way, then we get matrices Ck, Bk for all k ∈ Z.
Analogously as in the proof of Theorem 2.19, we can prove that {Bk} ∈ Oσε ({Ak}). We
have

%

(
0∏

k=rl

Bk, O

)
≤ Ll for rl ∈ {pl, ql}, l ∈ N. (2.31)

Evidently, for any u ∈ Fm and µ > 0, there exists δ = δ (u, µ) > 0 with the property
that % (C u, o) < µ if C ∈ O%δ (O). Using this, from (2.29), (2.31), and Lemma 2.25, we get
that all non-trivial solutions of the system of the form (2.2) given by {Bk} are not almost
periodic.

Now we can generalize Theorem 2.19 into the case of general transformable groups.

Theorem 2.28. Let X be transformable. Let {Ak} ∈ AP (X ) and ε > 0 be arbitrarily
given. If there exists a sequence {Mi}i∈N ⊆ X such that, for any non-zero vector u ∈ Fm,
one can find i = i(u) ∈ N with the property that Mi u 6= u, then there exists {Bk} ∈
Oσε ({Ak}) which does not possess a non-trivial almost periodic solution.

Proof. We obtain from Lemma 2.27 that it suffices to consider the case when

O%ε(O) ∩ X = ∅, (2.32)
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because we can assume that the number ε is small enough. Let η = η(ε/2), ζ, P , and
Q = Q(ε) be from Definition 2.1. Note that Q does not depend on ε (consider (2.32)) and
that P,Q ≥ 1, η ≤ ε/2 (consider C = I in Definition 2.1). For simplicity, we also assume
that ε ≤ ζ (the number ζ is given for X ). Let n ∈ N be arbitrary such that

PQ

22n
≤ η. (2.33)

We will construct an almost periodic sequence of matrices Ck ∈ X , k ∈ Z, applying
Corollary 1.28. Let us denote (see Definition 2.1 and also (2.32))

pi := p

(
ε,

1

22n+i

)
, i ∈ N, (2.34)

and

si := −22i−1 − 22i−3 − · · · − 23 − 2, i ∈ N,
ti := 2 + 22 + · · ·+ 22i−2 + 22i, i ∈ N.

Evidently, there exists an increasing sequence {l(i)}i∈N ⊆ N for which

i2 ≤ 2l(i)−1, pi ≤ 2l(i)−1, i ∈ N. (2.35)

In the first step of the construction of {Ck}, we put C0 := I, C1 := I,

Ck := I, k ∈ {−2,−1}, Ck := I, k ∈ {2, . . . , 2 + 22 − 1},

...

Ck := I, k ∈ {tl(1)−2, . . . , tl(1)−1 − 1}, Ck := I, k ∈ {sl(1), . . . , sl(1)−1 − 1},

and define
Bk := Ak, k ∈ {sl(1), . . . , tl(1)−1 − 1}.

In the second step, we choose matrices

Bk ∈ O%2−2n−1 (Ak) , k ∈ {tl(1)−1, . . . , tl(1) − 1}, (2.36)

arbitrarily so that

0∏
k=tl(1)−1+p1−1

Bk = I,

tl(1)−1+p1∏
k=tl(1)−1+p1+(2l(1)−1)−1

Bk = M1.

The existence of such matrices Bk follows directly from Definition 2.1 (see (2.34), (2.35)).
We define

Ck := A−1
k ·Bk, k ∈ {tl(1)−1, . . . , tl(1) − 1}.

From (iii) in Definition 2.1 and from (2.36), it follows that

Ck ∈ O%2−2n−1Q (I) , k ∈ {tl(1)−1, . . . , tl(1) − 1},
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i.e.,
Ck ∈ O%2−2n−1Q (Ck−22l(1)) ∩ X , k ∈ {tl(1)−1, . . . , tl(1) − 1}.

In the third step, we define

Ck := Ck+22l(1)+1 , k ∈ {sl(1)+1, . . . , sl(1) − 1},

Ck := Ck−22l(1)+2 , k ∈ {tl(1), . . . , tl(1)+1 − 1},
...

Ck := Ck−22l(2)−2 , k ∈ {tl(2)−2, . . . , tl(2)−1 − 1},

Ck := Ck+22l(2)−1 , k ∈ {sl(2), . . . , sl(2)−1 − 1},

and put
Bk := Ak · Ck, k ∈ {sl(2), . . . , tl(2)−1 − 1}.

We remark that, before the third step, we have

Bk = Ak · Ck, k ∈ {sl(1), . . . , tl(1) − 1}.

In the fourth step, we choose

Bk = Ak · Ck, Ck ∈ O%2−2n−2PQ (Ck−22l(2)) ∩ X , k ∈ {tl(2)−1, . . . , tl(2) − 1},

arbitrarily so that

0∏
k=tl(2)−1+p2−1

Bk = I,

tl(2)−1+p2∏
k=tl(2)−1+p2+(2l(2)−1)−1

Bk = M1,

0∏
k=tl(2)−1+2p2+2l(2)−1

Bk = I,

tl(2)−1+2p2+2l(2)∏
k=tl(2)−1+2p2+2l(2)+(2l(2)−2l(1))−1

Bk = M1,

0∏
k=tl(2)−1+3p2+2·2l(2)−1

Bk = I,

tl(2)−1+3p2+2·2l(2)∏
k=tl(2)−1+3p2+2·2l(2)+(2l(2)−1)−1

Bk = M2,

0∏
k=tl(2)−1+4p2+3·2l(2)−1

Bk = I,

tl(2)−1+4p2+3·2l(2)∏
k=tl(2)−1+4p2+3·2l(2)+(2l(2)−2l(1))−1

Bk = M2.

Note that it is valid

tl(2)−1 + 4p2 + 3 · 2l(2) + 2l(2) − 2l(1) < tl(2),

because tl(2) − tl(2)−1 = 22l(2) and (see (2.35))

4p2 + 3 · 2l(2) + 2l(2) − 2l(1) < 222l(2)−1 + 222l(2) < 2 · 22 · 2l(2) ≤ 22l(2).
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Now we show that the above matrices Bk, Ck for k ∈ {tl(2)−1, . . . , tl(2)− 1} exist. First,
we put

B̃k := Ak · Ck−22l(2) , k ∈ {tl(2)−1, . . . , tl(2) − 1}. (2.37)

We use (i) in Definition 2.1 to transform B̃k into Bk ∈ O%2−2n−2

(
B̃k

)
∩ X arbitrarily as

U1, . . . , Ul into V1, . . . , Vl for

l = p2, l = 2l(2) − 1, l = p2 + 2l(2) −
(
2l(2) − 1

)
, l = 2l(2) − 2l(1),

l = p2 + 2l(2) −
(
2l(2) − 2l(1)

)
, l = 2l(2) − 1,

l = p2 + 2l(2) −
(
2l(2) − 1

)
, l = 2l(2) − 2l(1)

and

U0 =

tl(2)−1∏
k=tl(2)−1+p2−1

Bk =

 0∏
k=tl(2)−1−1

Bk

−1

, U0 =

tl(2)−1+p2∏
k=tl(2)−1+p2+(2l(2)−1)−1

Bk = M1,

U0 =

tl(2)−1+p2+(2l(2)−1)∏
k=tl(2)−1+2p2+2l(2)−1

Bk = M−1
1 , U0 =

tl(2)−1+2p2+2l(2)∏
k=tl(2)−1+2p2+2l(2)+(2l(2)−2l(1))−1

Bk = M1,

U0 =

tl(2)−1+2p2+2l(2)+(2l(2)−2l(1))∏
k=tl(2)−1+3p2+2·2l(2)−1

Bk = M−1
1 ,

U0 =

tl(2)−1+3p2+2·2l(2)∏
k=tl(2)−1+3p2+2·2l(2)+(2l(2)−1)−1

Bk = M2,

U0 =

tl(2)−1+3p2+2·2l(2)+(2l(2)−1)∏
k=tl(2)−1+4p2+3·2l(2)−1

Bk = M−1
2 ,

U0 =

tl(2)−1+4p2+3·2l(2)∏
k=tl(2)−1+4p2+3·2l(2)+(2l(2)−2l(1))−1

Bk = M2,

respectively. It suffices to consider (2.32), (2.34), and the inequalities (the sequence {l(i)}
is increasing)

p2 ≤ 2l(2)−1 ≤ 2l(2) − 2l(1) ≤ 2l(2) − 1,

p2 ≤ p2 + 2l(2) −
(
2l(2) − 1

)
≤ p2 + 2l(2) −

(
2l(2) − 2l(1)

)
.

To prove the existence of the above Bk, Ck = A−1
k Bk, it remains to show that

Ck ∈ O%2−2n−2PQ (Ck−22l(2)) ∩ X , k ∈ {tl(2)−1, . . . , tl(2) − 1}. (2.38)
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We can express

Bk = Ak · Ck−22l(2) · C̃k, k ∈ {tl(2)−1, . . . , tl(2) − 1}, (2.39)

where C̃k = C−1
k−22l(2)

A−1
k Bk ∈ X , i.e., it is valid (consider Bk = Ak Ck) that

Ck = Ck−22l(2) · C̃k ∈ X , k ∈ {tl(2)−1, . . . , tl(2) − 1}. (2.40)

Further, we have (see (2.37) and (2.39))

C̃k = B̃−1
k ·Bk, k ∈ {tl(2)−1, . . . , tl(2) − 1}.

We repeat that

Bk ∈ O%2−2n−2

(
B̃k

)
, k ∈ {tl(2)−1, . . . , tl(2) − 1}.

Using (iii) in Definition 2.1, we obtain

C̃k ∈ O%2−2n−2Q (I) , k ∈ {tl(2)−1, . . . , tl(2) − 1},

and, using condition (ii) (consider (2.33) and η ≤ ε/2 < ζ), we obtain

Ck−22l(2) · C̃k ∈ O
%
2−2n−2PQ (Ck−22l(2)) , k ∈ {tl(2)−1, . . . , tl(2) − 1}. (2.41)

Now (2.40) and (2.41) give (2.38).
Continuing in the same manner, in the 2i-th step, we choose arbitrary matrices

Bk = Ak · Ck, Ck ∈ O%2−2n−iPQ
(Ck−22l(i)) ∩ X , k ∈ {tl(i)−1, . . . , tl(i) − 1},

for which
0∏

k=tl(i)−1+pi−1

Bk = I,

tl(i)−1+pi∏
k=tl(i)−1+pi+(2l(i)−1)−1

Bk = M1,

...

0∏
k=tl(i)−1+ipi+(i−1)2l(i)−1

Bk = I,

tl(i)−1+ipi+(i−1)2l(i)∏
k=tl(i)−1+ipi+(i−1)2l(i)+(2l(i)−2l(i−1))−1

Bk = M1,

0∏
k=tl(i)−1+(i+1)pi+i2l(i)−1

Bk = I,

tl(i)−1+(i+1)pi+i2
l(i)∏

k=tl(i)−1+(i+1)pi+i2l(i)+(2l(i)−1)−1

Bk = M2,

...

0∏
k=tl(i)−1+2ipi+(2i−1)2l(i)−1

Bk = I,

tl(i)−1+2ipi+(2i−1)2l(i)∏
k=tl(i)−1+2ipi+(2i−1)2l(i)+(2l(i)−2l(i−1))−1

Bk = M2,

...
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0∏
k=tl(i)−1+((i−1)i+1)pi+(i−1)i2l(i)−1

Bk = I,

tl(i)−1+((i−1)i+1)pi+(i−1)i2l(i)∏
k=tl(i)−1+((i−1)i+1)pi+(i−1)i2l(i)+(2l(i)−1)−1

Bk = Mi,

...
0∏

k=tl(i)−1+i2pi+(i2−1)2l(i)−1

Bk = I,

tl(i)−1+i2pi+(i2−1)2l(i)∏
k=tl(i)−1+i2pi+(i2−1)2l(i)+(2l(i)−2l(i−1))−1

Bk = Mi.

We remark again that it is true (see (2.35))

i2pi +
(
i2 − 1

)
2l(i) + 2l(i) − 2l(i−1) < i22l(i)−1 + i22l(i) < 22l(i).

Thus, we have
tl(i)−1 + i2pi +

(
i2 − 1

)
2l(i) + 2l(i) − 2l(i−1) < tl(i).

The existence of the above matrices Bk, Ck ∈ X can be shown analogously to the fourth
step.

In the (2i+ 1)-th step, we define

Ck := Ck+22l(i)+1 , k ∈ {sl(i)+1, . . . , sl(i) − 1},

Ck := Ck−22l(i)+2 , k ∈ {tl(i), . . . , tl(i)+1 − 1},
...

Ck := Ck−22l(i+1)−2 , k ∈ {tl(i+1)−2, . . . , tl(i+1)−1 − 1},

Ck := Ck+22l(i+1)−1 , k ∈ {sl(i+1), . . . , sl(i+1)−1 − 1},

and put
Bk := Ak · Ck, k ∈ {sl(i+1), . . . , tl(i+1)−1 − 1}.

We can construct {Ck}k∈Z ⊆ X and {Bk}k∈Z ⊆ X so that

Bk = Ak · Ck, k ∈ Z. (2.42)

We know that
Ck = I, k ∈ {sl(1), . . . , tl(1)−1 − 1},

Ck ∈ O%2−2n−1Q (Ck−22l(1)) ⊆ O
%
2−2n−1PQ (I) , k ∈ {tl(1)−1, . . . , tl(1) − 1},

Ck = Ck+22l(1)+1 ∈ O%2−2n−1PQ (I) , k ∈ {sl(1)+1, . . . , sl(1) − 1},

Ck = Ck−22l(1)+2 ∈ O%2−2n−1PQ (I) , k ∈ {tl(1), . . . , tl(1)+1 − 1},
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...

Ck = Ck−22l(2)−2 ∈ O%2−2n−1PQ (I) , k ∈ {tl(2)−2, . . . , tl(2)−1 − 1},

Ck = Ck+22l(2)−1 ∈ O%2−2n−1PQ (I) , k ∈ {sl(2), . . . , sl(2)−1 − 1},

Ck ∈ O%2−2n−2PQ (Ck−22l(2)) ⊆ O
%
(2−2n−1+2−2n−2)PQ (I) , k ∈ {tl(2)−1, . . . , tl(2) − 1},

...

Ck ∈ O%2−2n−iPQ
(Ck−22l(i)) ⊆ O

%
(2−2n−1+···+2−2n−i)PQ

(I) , k ∈ {tl(i)−1, . . . , tl(i) − 1},

Ck = Ck+22l(i)+1 ∈ O%(2−2n−1+···+2−2n−i)PQ
(I) , k ∈ {sl(i)+1, . . . , sl(i) − 1},

...

Especially, we see that we can construct {Ck} as in Corollary 1.28 for the sequence of
numbers

εj := 2−iPQ if j = f(i) for some i ∈ Nr {1, . . . , 2n};
εj := 0 if j ∈ Nr {f(i); i ∈ Nr {1, . . . , 2n}},

where f : Nr {1, . . . , 2n} → Nr {1, . . . , 2n} is a given increasing discrete function. Since
the sequence {εj}j∈N satisfies (1.25), {Ck} is almost periodic.

Further, we see that

Ck ∈ O%(2−2n−1+2−2n−2+···+2−2n−j(k))PQ
(I)

for all k ∈ Z and some j(k) ∈ N (which depends on k); i.e., we have

Ck ∈ O%2−2nPQ (I) , k ∈ Z.

From (2.33) it follows Ck ∈ O%η (I) for k ∈ Z and, consequently, from condition (ii)
and (2.42) it follows

Bk ∈ O%ε/2 (Ak) , k ∈ Z, i.e., sup
k∈Z

% (Ak, Bk) ≤
ε

2
< ε. (2.43)

Now we prove the almost periodicity of {Bk}k∈Z applying the almost periodicity of
{Ak} and {Ck}. Let ϑ > 0 be arbitrarily small and let δ = δ(ϑ) > 0 be such that (see (ii)
in Definition 2.1)

U2 · V2 ∈ O%ϑ (U1 · V1) if U1, V1, U2, V2 ∈ X and U1 ∈ O%δ (U2) , V1 ∈ O%δ (V2) . (2.44)

Corollary 1.11 implies that the sequence {[Ak, Ck]}k∈Z in Mat (F,m) × Mat (F,m) is
almost periodic. Thus (or see directly Corollary 1.12), the set T ({Ak}, δ) ∩ T ({Ck}, δ) is
relatively dense in Z and, from (2.42) and (2.44), we have

T ({Ak}, δ) ∩ T ({Ck}, δ) ⊆ T ({Bk}, ϑ).

Because of the arbitrariness of ϑ > 0, we obtain the fact that {Bk} is almost periodic.
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The almost periodicity of {Bk} together with (2.43) give that {Bk} ∈ Oσε ({Ak}). Sup-
pose that there exists a vector u 6= o, u ∈ Fm, for which the solution {xk}k∈Z of

xk+1 = Bk · xk, k ∈ Z, x0 = u

is almost periodic. Let i(u) ∈ N and ϑ = ϑ(u) > 0 satisfy ϑ < %
(
Mi(u) u, u

)
. From

Theorem 1.3 for h1 = 1 and hi = 2l(i−1), i ≥ 2, i ∈ N, it follows that the inequality

% (xk+2l(i(1)) , xk+2l(i(2))) < ϑ, k ∈ Z, (2.45)

is satisfied for infinitely many i(1) < i(2), i(1), i(2) ∈ N.
It is easily seen that

xk =
0∏

i=k−1

Bi · u, k ∈ N, (2.46)

and that

xk+2l(i(2))−2l(i(1)) =
k∏

i=k+2l(i(2))−2l(i(1))−1

Bi · xk, i(2) > i(1) ≥ i(u), k, i(1), i(2) ∈ N. (2.47)

If we choose

k = tl(i(2))−1 + ((i(u)− 1)i(2) + i(1) + 1) pi(2) + ((i(u)− 1)i(2) + i(1)) 2l(i(2)), (2.48)

we obtain (from (2.46) and from the construction of {Bk})

xk =
0∏

i=k−1

Bi · u = I · u = u

and (from (2.47) and the construction)

xk+2l(i(2))−2l(i(1)) =
k∏

i=k+2l(i(2))−2l(i(1))−1

Bi · xk = Mi(u) · xk = Mi(u) · u

for i(2) > i(1) ≥ i(u), i(1), i(2) ∈ N.
Finally, we have

% (xk, xk+2l(i(2))−2l(i(1))) = %
(
u,Mi(u) · u

)
> ϑ, i(2) > i(1) ≥ i(u), i(1), i(2) ∈ N,

where k is given in (2.48). Of course, we can rewrite (2.45) into the form (k is replaced by
k − 2l(i(1))) of

% (xk, xk+2l(i(2))−2l(i(1))) < ϑ, k ∈ Z,

which is valid for infinitely many i(1), i(2) ∈ N such that i(1) < i(2). This contradiction
proves that the system {Bk} ∈ AP (X ) does not have any non-trivial almost periodic
solution.

Now we mention preliminary results, which we need to prove our main result concerning
weakly transformable groups (the main generalization of Theorem 2.19).
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Lemma 2.29. Let X be transformable. For any ε > 0 and C,D ∈ X , there exist matrices
C1, . . . , Cj ∈ X satisfying

C1 ∈ O%ε (C) , Ci ∈ O%ε (Ci+1) for i ∈ {1, . . . , j − 1}, Cj ∈ O%ε (D) .

Proof. Let ε > 0 and C,D ∈ X be given. To prove the lemma, it suffices to use (i) in
Definition 2.1 for η = η(ε) ≤ ε mentioned in (ii). Let L > 0 be such that L < % (I, O),
L < % (C,O), and L < % (D,O) and let p = p (L, η) have the property mentioned in (i). Let
us choose U0 = C and Ui = I, i ∈ {1, . . . , p}, in (i). There exist matrices Vi ∈ O%η(I) ∩ X ,
i ∈ {1, . . . , p}, for which Vp · · ·V2 · V1 = C. We put

M1 := V1, M2 := V2 · V1, . . . Mp := Vp · · ·V2 · V1.

Since Vi ∈ O%η(I) ∩ X , i ∈ {1, . . . , p}, and

M1 = V1 ∈ X , M2 = V2 ·M1 ∈ X , . . . Mp = Vp ·Mp−1 = C ∈ X ,

we have
M1 ∈ O%ε (I) , Mi ∈ O%ε (Mi+1) for i ∈ {1, . . . , p− 1}.

Especially, Mp−1 ∈ O%ε (C). Analogously, we can find matrices Mp+1, . . . ,M2p−1 ∈ X with
the property that

Mp+1 ∈ O%ε (I) , Mp+i ∈ O%ε (Mp+i+1) for i ∈ {1, . . . , p− 2}, M2p−1 ∈ O%ε (D) .

For the sequence Mp−1, . . . ,M1, I,Mp+1, . . . ,M2p−1 as C1, . . . , Cj, we obtain the statement
of the lemma.

Lemma 2.30. Let X be weakly transformable and let X0 ⊆ X , X1, . . . , Xl ∈ X be
from Definition 2.14. If for some C0, D0 ∈ X0 and i(1), i(2) ∈ {1, . . . , l}, the product
C0Xi(1)D0Xi(2) can be expressed as M0Xj for some M0 ∈ X0 and j ∈ {1, . . . , l}, then, for
all C,D ∈ X0, matrix C Xi(1)DXi(2) can be expressed in the form M Xj for some M ∈ X0.

Proof. Since the multiplication of matrices is uniformly continuous on X0 (see (ii) in De-
finition 2.1) and since the multiplication of matrices is continuous on Mat (F,m), the
multiplication of matrices is uniformly continuous on X (the set of Xj is finite). Hence,
there exists δ > 0 such that

C1Xi(1)D1Xi(2) ∈ O%δX (C0Xi(1)D0Xi(2)) if C1 ∈ O%δ (C0) ∩ X , D1 ∈ O%δ (D0) ∩ X ,

for each i(1), i(2) ∈ {1, . . . , l}, where δX is from Definition 2.14. This fact implies the
lemma for matrices C,D (as C1, D1) from neighbourhoods of C0, D0. The radius δ of the
neighbourhoods does not depend on the choices of C0, D0. Thus, it is valid

C2Xi(1) D2Xi(2) ∈ O%δX (C1Xi(1)D1Xi(2)) if C2 ∈ O%δ (C1) ∩ X , D2 ∈ O%δ (D1) ∩ X ,

...

Cj Xi(1) Dj Xi(2) ∈ O%δX (Cj−1Xi(1)Dj−1Xi(2)) if Cj ∈ O%δ (Cj−1) ∩ X , Dj ∈ O%δ (Dj−1) ∩ X .
Now, from Definition 2.1 and Lemma 2.29, it follows the statement for all C,D ∈ X0.
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Lemma 2.31. Let X be weakly transformable and let X0 ⊆ X , X1, . . . , Xl ∈ X be from
Definition 2.14. There exists r ∈ N with the property that

C1 ·Xi · C2 ·Xi · · ·Cr ·Xi ∈ X0 for all C1, C2, . . . , Cr ∈ X0, i ∈ {1, . . . , l}.

Proof. Let i ∈ {1, . . . , l} be arbitrarily given. Using Lemma 2.30 (j−1)-times (for arbitrary
j ∈ N), we obtain that

C1 ·Xi · C2 ·Xi · · ·Cj ·Xi ∈ X0 for all C1, C2, . . . , Cj ∈ X0

if and only if Xj
i ∈ X0. Indeed, it suffices to replace C1, . . . , Cj by I, . . . , I. For all j ∈ N,

one can express Xj
i = C(j) ·Xl(j), where l(j) ∈ {1, . . . , l} and C(j) ∈ X0. Evidently, there

exist j(1) > j(2) (j(1), j(2) ∈ N) for which l(j(1)) = l(j(2)), i.e.,

X
j(1)
i = C(j(1)) ·Xl(j(1)), X

j(2)
i = C(j(2)) ·Xl(j(1)).

Hence, we have
X
j(1)−j(2)
i = C(j(1)) · (C(j(2)))−1 ∈ X0.

We see that, for each i ∈ {1, . . . , l}, there exists r(i) such that X
r(i)
i ∈ X0. If r ∈ N is

divisible by all r(i), i ∈ {1, . . . , l}, then Xr
i ∈ X0, i ∈ {1, . . . , l}. The above equivalence

completes the proof.

Theorem 2.32. Let X be weakly transformable and let {Ak} ∈ AP (X ), ε > 0 be arbi-
trarily given. If there exists a sequence {Mi}i∈N ⊆ X0 such that, for any non-zero vector
u ∈ Fm, one can find i = i(u) ∈ N with the property that Mi u 6= u, then there exists
{Bk} ∈ Oσε ({Ak}) which does not have an almost periodic solution other than the trivial
one.

Proof. Let ε < δX (see Definition 2.14) and let n ∈ N be an ε-translation number of {Ak}.
Let us express (see again Definition 2.14)

Ak = C(Ak) ·Xi(k), C(Ak) ∈ X0, i(k) ∈ {1, . . . , l},

where k ∈ Z. An arbitrary system {Bk} ∈ Oσε ({Ak}) has the feature of

Bk = C(Bk) ·Xi(k), C(Bk) ∈ X0, k ∈ Z, (2.49)

because % (Ak, Bk) < ε < δX , k ∈ Z. We also know that i(k) = i(k + jn) for k, j ∈ Z.
Indeed, we have

% (Ak, Ak+n) < ε < δX , k ∈ Z,
i.e.,

%
(
Ak+jn, Ak+(j+1)n

)
< ε < δX , k, j ∈ Z.

Thus, Lemma 2.30 and (2.49) imply that there exists i ∈ {1, . . . , l} for which

B(j+1)n−1 · · ·Bjn = C(B(j+1)n−1 · · ·Bjn) ·Xi, C(B(j+1)n−1 · · ·Bjn) ∈ X0,

where j ∈ Z and {Bk} ∈ Oσε ({Ak}). Furthermore, Lemma 2.31 gives r ∈ N with the
property that

B(j+1)rn−1 · · ·Bjrn ∈ X0, j ∈ Z, {Bk} ∈ Oσε ({Ak}). (2.50)
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The multiplication of matrices is uniformly continuous on X (see also the beginning of
the proof of Lemma 2.30). Hence, for any ϑ > 0, there exists δ(ϑ) > 0 such that

% (C1 · · ·Crn, D1 · · ·Drn) < ϑ if Ci, Di ∈ X , Ci ∈ O%δ(ϑ) (Di) , i ∈ {1, . . . , rn}. (2.51)

Using (2.51), we obtain the inclusion

T ({Ak}, δ(ϑ)) ⊆ T ({Ak+rn−1 · · ·Ak}, ϑ), ϑ > 0,

which proves that {Ak+rn−1 · · ·Ak}k∈Z is almost periodic. Thus, {A(j+1)rn−1 · · ·Ajrn}j∈Z is
almost periodic as well. From (2.50) it follows that {A(j+1)rn−1 · · ·Ajrn} ∈ AP (X0).

Theorem 2.28 says that, in any neighbourhood of {A(j+1)rn−1 · · ·Ajrn}, there exists
a system {B(j+1)rn−1 · · ·Bjrn}j∈Z ∈ AP (X0) which does not possess non-trivial almost
periodic solutions. Let

{B(j+1)rn−1 · · ·Bjrn} ∈ Oσδ(ε/2)/Q

(
{A(j+1)rn−1 · · ·Ajrn}

)
,

where δ(ε/2) > 0 is from (2.51) for rn = 2 and Q > 0 is from Definition 2.1 for X0.
Especially,

B(j+1)rn−1 · · ·Bjrn ∈ O%δ(ε/2)/Q

(
A(j+1)rn−1 · · ·Ajrn

)
∩ X0, j ∈ Z. (2.52)

For all j ∈ Z, we can express

B(j+1)rn−1 · · ·Bjrn = A(j+1)rn−1 · · ·Ajrn · Ãj,

i.e.,

Ãj =
(
A(j+1)rn−1 · · ·Ajrn

)−1 ·B(j+1)rn−1 · · ·Bjrn ∈ X0. (2.53)

We have (see also (2.52) and (iii) in Definition 2.1)

Ãj ∈ O%δ(ε/2)(I), i.e., Ajrn · Ãj ∈ O%ε/2 (Ajrn) , j ∈ Z. (2.54)

Now we show that the sequence {Bk}k∈Z, given by

Bjrn = Ajrn · Ãj, Bjrn+i = Ajrn+i, j ∈ Z, i ∈ {1, . . . , rn− 1}, (2.55)

is almost periodic. Applying Corollary 1.10, we get that {Bk} is almost periodic if and
only if all sequences {Ajrn · Ãj}j∈Z, {Ajrn+i}j∈Z, i ∈ {1, . . . , rn − 1}, are almost periodic.
Of course, the almost periodicity of each {Ajrn+i} and {Ajrn} is obvious. The sequence
{[Ajrn, Ãj]}j∈Z inMat (F,m)×Mat (F,m) is almost periodic (consider Corollary 1.11) if
{Ãj} is almost periodic. Since we have

T ({[Ajrn, Ãj]}, δ(ϑ)) ⊆ T ({Ajrn · Ãj}, ϑ) for ϑ > 0

from (2.51) if rn ≥ 2, the sequence {Ajrn · Ãj} is almost periodic if {Ãj} is almost periodic.
The fact that we can assume the almost periodicity of {Ãj}j∈Z follows from the proof of
Theorem 2.28. There is constructed {Bk}k∈Z as Bk = Ak ·Ck, k ∈ Z, for an almost periodic
sequence {Ck}k∈Z. If (2.32) is fulfilled, then it suffices to consider (2.53) as Ck = A−1

k ·Bk,
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i.e., B(j+1)rn−1 · · ·Bjrn as Bk and A(j+1)rn−1 · · ·Ajrn as Ak. If (2.32) is not valid for any
ε > 0, then it suffices to use Lemma 2.27.

Let us consider the general system

xj+1 = C(j+1)rn−1 · · ·Cjrn · xj, j ∈ Z. (2.56)

Clearly, if {xk}k∈Z is a solution of xk+1 = Ck xk, k ∈ Z, then {xjrn}j∈Z is a solution
of (2.56). Indeed, it is valid that

xk+rn =
k∏

i=k+rn−1

Ci · xk, k ∈ Z,

i.e.,
x(j+1)rn = C(j+1)rn−1 · · ·Cjrn · xjrn, j ∈ Z.

One can easily show that {xk}k∈Z cannot be almost periodic if {xjrn}j∈Z is not almost
periodic. Non-trivial solutions of {A(j+1)rn−1 · · ·Ajrn · Ãj}j∈Z are not almost periodic.
Thus, the system {Bk} (defined in (2.55)) does not have an almost periodic solution other
than the trivial one. Note that {Bk} ∈ Oσε ({Ak}) follows from (2.54).

The most important case is covered by the following corollary.

Corollary 2.33. Let X be weakly transformable and have a dense countable subset. Let
{Ak} ∈ AP (X ) and ε > 0 be arbitrarily given. If for any vector u 6= o, u ∈ Fm, there
exists M(u) ∈ X0 for which M(u)u 6= u, then there exists {Bk} ∈ Oσε ({Ak}) which does
not possess almost periodic solutions.

Proof. Let X be a dense countable subset of X . Since the operations ⊕ and � are con-
tinuous with respect to %, the multiplication of matrices and vectors on Mat (F,m) and
Fm is continuous as well. Thus, if % (M u, u) > 0 for some M ∈ X and u ∈ Fm, then
% (MX u, u) > % (M u, u) /2 for some MX ∈ X from a neighbourhood of M . Now it suffices
to use Theorem 2.32.

Example 2.34. All concrete transformable and weakly transformable matrix groups, men-
tioned in Examples 2.2–2.10 and 2.15–2.17 (except O(2)⊕Ok(2)), satisfy the conditions of
Corollary 2.33. ♦

Applying the process used in the proof of Theorem 2.28 and considering Theorem 2.32
(by simple modifications), one can analogously prove the following theorem.

Theorem 2.35. Let X be weakly transformable and let {Ak} ∈ AP (X ), ε > 0, and
u ∈ Fm be arbitrarily given. If there exists a matrix M ∈ X0 such that M u 6= u, then there
exists {Bk} ∈ Oσε ({Ak}) for which the solution of

xk+1 = Bk · xk, k ∈ Z, x0 = u (2.57)

is not almost periodic.
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Remark 2.36. Let us illustrate the significance of Theorem 2.35. Let {Ak} ∈ AP (X )
and ε > 0 be arbitrary. We consider the group X of complex matrices (with the usual
metric) in the form (

I O
O U

)
,

where I is the m1 ×m1 identity matrix and U is a m2 ×m2 unitary matrix. This group
is transformable, but it does not satisfy the condition of Theorem 2.32. Clearly, a system
{Bk} ∈ AP (X ) without almost periodic solutions does not exist. Of course, using Theo-
rem 2.35 for arbitrarily given non-zero u ∈ Fm satisfying M u 6= u for some M ∈ X , we
obtain {Bk} ∈ Oσε ({Ak}) with such a property that the solution of (2.57) is not almost
periodic. In fact, using the above process (see also Corollary 2.33), one can construct a
system {Bk} ∈ Oσε ({Ak}) for which the solution of (2.57) is not almost periodic for all
u ∈ Fm such that M u 6= u for some M ∈ X ; i.e., it is possible to obtain the same {Bk}
for all considered u. 4

At the end, we say that it is possible to obtain various generalizations and modifications
of results presented in this section. For simplicity, we consider only sufficiently general and,
at the same time, important cases. Especially, in Chapter 1, the constructions are used for
a ring with a pseudometric. For almost periodic sequences defined for k ∈ N0, it suffices to
replace Corollary 1.5 by Remark 1.2 (see also [100]) and Corollary 1.28 by Theorem 1.23.
Note that the basic theory of almost periodic sequences on N0 is established, e.g., in [57].



Chapter 3

Values of almost periodic and limit
periodic sequences

The goal of this chapter is to find limit periodic and almost periodic sequences whose
ranges consist of arbitrarily given sets. To find them, we apply a construction from Chap-
ter 1. In addition, using a different construction, we obtain another result concerning values
of limit periodic sequences. The obtained results are also used in the study of complex
almost periodic (weakly) transformable difference systems (introduced in Chapter 2).

3.1 Preliminaries

As in the first chapter, let X 6= ∅ be an arbitrary set and let d : X × X → [0,∞) be a
pseudometric on X . For given ε > 0 and x ∈ X , we define the ε-neighbourhood of x in X
as the set {y ∈ X ; d(x, y) < ε}. The ε-neighbourhood of x is denoted by Oε(x).

3.2 Sequences with given values

In this section, we construct limit periodic (and almost periodic) sequences whose ranges
consist of arbitrarily given sets satisfying only necessary conditions. We are motivated by
paper [73], where a similar problem is investigated for real valued sequences. In that
paper, using an explicit construction, it is shown that, for any bounded countable set of
real numbers, there exists an almost periodic sequence whose range is this set and which
attains each value in this set periodically. We extend this result to limit periodic sequences
attaining values in X .

Concerning almost periodic sequences with indices k ∈ N0 = N∪{0} (or asymptotically
almost periodic sequences), we refer to [100], where it is proved that, for any precompact
sequence {xk}k∈N0 in a metric space X , there exists a permutation P of the set of non-
negative integers such that the sequence {xP (k)}k∈N0 is almost periodic. Let us point out
that the definition of the almost periodicity (in fact, asymptotic almost periodicity) in

70
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[100] is based on the Bochner concept; i.e., a bounded sequence {xk}k∈N0 in X is called
almost periodic if the set of sequences {xk+p}k∈N0 , p ∈ N, is precompact in the space of
all bounded sequences in X . We repeat that, for sequences with values in complete metric
spaces, the Bochner definition is equivalent with the Bohr one which we prefer. Moreover,
we know that these definitions remain also equivalent in an arbitrary pseudometric space
if one replaces the convergence in the Bochner definition by the Cauchy property (see
Theorem 1.3 and Corollary 1.5). However, it can be shown that the result of [100] for the
almost periodicity on N0 cannot be true for the almost periodicity on Z or R (see also
Remark 1.2).

In Banach spaces, another important necessary and sufficient condition for a function
to be almost periodic is that it has the so-called approximation property; i.e., a function is
almost periodic if and only if there exists a sequence of trigonometric polynomials which
converges uniformly to the function on the whole real line in the norm topology (see, e.g.,
[46, Theorems 6.8, 6.15]). There exist generalizations of this result (see [38, 177]). For
example, it is proved in [13] that an almost periodic function with fuzzy real numbers as
values can be uniformly approximated by a sequence of generalized trigonometric polyno-
mials. We add that fuzzy real numbers form a complete metric space. One shows that
the approximation theorem is generally invalid if one does not require the completeness
of the space of values. Thus, we cannot use this idea in our constructions for general
pseudometric spaces.

We prove that, for a countable subset of X , there exists a limit periodic sequence whose
range is exactly this set. Since the range of any limit periodic sequence is totally bounded
(see Theorems 1.14 and 1.22), this condition on the set is necessary. Now we prove that
this condition is sufficient as well.

Theorem 3.1. For any countable and totally bounded set X ⊆ X , there exists a limit
periodic sequence {ψk}k∈Z satisfying

{ψk; k ∈ Z} = X (3.1)

with the property that, for any l ∈ Z, there exists q(l) ∈ N such that

ψl = ψl+jq(l), j ∈ Z. (3.2)

Proof. Let us put X = {ϕk; k ∈ N}. Without loss of generality, we can assume that the
set {ϕk; k ∈ N} is infinite because, for only finitely many different ϕk, we can define {ψk}
as periodic. Since {ϕk; k ∈ N} is totally bounded, for any ε > 0, it can be embedded into
a finite number of spheres of radius ε. Let us denote by xi1, . . . , x

i
m(i) the centres of the

spheres of radius 2−i which cover the set for all i ∈ N. Evidently, we can also assume that

xi1, . . . , x
i
m(i) ∈ {ϕk; k ∈ N}, i ∈ N, (3.3)

and that
xi1 = ϕi, i ∈ N. (3.4)

We will construct {ψk} applying Corollary 1.28. We choose arbitrary n(1) ∈ N for
which 22n(1) > m(1). We put

ψ0 := x1
1, ψ1 := x1

2, . . . , ψm(1)−1 := x1
m(1),
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ψk := x1
1, k ∈ {−22n(1)−1 − · · · − 23 − 2, . . . ,−1} ∪ {m(1), . . . , 2 + 22 + · · ·+ 22n(1) − 1},

and
εk := L, k ∈ {1, . . . , 2n(1) + 1}, (3.5)

where
L := max

i,j∈{1,...,m(1)}
d
(
x1
i , x

1
j

)
+ 1.

In the second step, we choose n(2) > n(1) +m(2) (n(2) ∈ N). We define

ψk := ψk+22n(1)+1 , k ∈ {−22n(1)+1 − · · · − 23 − 2, · · · ,−22n(1)−1 − · · · − 23 − 2− 1},

ψk := ψk−22n(1)+2 , k ∈ {2 + 22 + · · ·+ 22n(1), . . . , 2 + 22 + · · ·+ 22n(1)+2 − 1},
...

ψk := ψk+22n(2)−1 , k ∈ {−22n(2)−1 − · · · − 23 − 2, · · · ,−22n(2)−3 − · · · − 23 − 2− 1},

and we put
εk := 0, k ∈ {2n(1) + 2, . . . , 2n(2)}, ε2n(2)+1 := 2−1. (3.6)

Since n(2) > n(1) + m(2), from the above definition of ψk, it follows that, for each
j ∈ {1, . . . ,m(1)}, there exist at least 2m(2) + 2 integers

l ∈ {−22n(2)−1 − · · · − 23 − 2, . . . , 22n(2)−2 + · · ·+ 22 + 2− 1}

such that ψl = x1
j . Thus, we can define

ψk ∈ Oε2n(2)+1
(ψk−22n(2)) , k ∈ {2 + 22 + · · ·+ 22n(2)−2, . . . , 2 + 22 + · · ·+ 22n(2) − 1},

with the property that

{ψk; k ∈ {2 + 22 + · · ·+ 22n(2)−2, . . . , 2 + 22 + · · ·+ 22n(2)−2 + 22n(2) − 1}}

= {x1
1, . . . , x

1
m(1), x

2
1, . . . , x

2
m(2)}.

In addition, we can put
ψ22n(2) := ψ0 = x1

1 (3.7)

and we can assume that

ψk = x1
1 for some k ∈ {2 + · · ·+ 22n(2)−2, . . . , 2 + · · ·+ 22n(2) − 1}r {22n(2)}.

In the third step, we choose n(3) > n(2)+m(3) (n(3) ∈ N) and we proceed analogously.
We construct {ψk} for

k ∈ {−22n(2)+1 − · · · − 23 − 2, . . . ,−22n(2)−1 − · · · − 23 − 2− 1},

...

k ∈ {−22n(3)−1 − · · · − 23 − 2, . . . ,−22n(3)−3 − · · · − 23 − 2− 1}
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as in the 2(n(2) + 1)-th, . . . , 2n(3)-th steps of the process (mentioned in Corollary 1.28)
for

εk := 0, k ∈ {2n(2) + 2, . . . , 2n(3)}. (3.8)

Especially, we have

ψk = x1
1, k ∈ J3

0 := {j 22n(2); j ∈ Z}∩{−22n(3)−1−· · ·−2, . . . , 2+· · ·+22n(3)−2−1}. (3.9)

As in the second step, for all j(1) ∈ {1, 2} and j(2) ∈ {1, . . . ,m(j(1))}, there exist at
least 2m(3) + 2 integers

l ∈ {−22n(3)−1 − · · · − 23 − 2, . . . , 2 + 22 + · · ·+ 22n(3)−2 − 1}r {j 22n(2); j ∈ Z}

such that ψl = x
j(1)
j(2). It is seen that, to obtain

ψk ∈ Oε2n(3)+1
(ψk−22n(3)) , k ∈ {2 + 22 + · · ·+ 22n(3)−2, . . . , 2 + 22 + · · ·+ 22n(3) − 1},

where
ε2n(3)+1 := 2−2, (3.10)

satisfying

{ψk; k ∈ {2 + 22 + · · ·+ 22n(3)−2, . . . , 2 + 22 + · · ·+ 22n(3)−2 + 22n(3) − 1}}

= {x1
1, . . . , x

1
m(1), . . . , x

3
1, . . . , x

3
m(3)},

we need less than (or equal to) m(3) + 1 such integers l. Thus, we can define these ψk so
that

ψk = x1
1, k ∈ I3

0 := {j 22n(2); j ∈ Z}∩ {2 + · · ·+ 22n(3)−2, . . . , 2 + · · ·+ 22n(3)− 1}, (3.11)

ψ22n(3)+1 = ψ1 = x1
2, ψ22n(3)−1 = ψ−1 = x1

1 (3.12)

and

ψk = ψ1 for some k ∈ {2 + · · ·+ 22n(3)−2, . . . , 2 + · · ·+ 22n(3) − 1}r {22n(3) + 1},

ψk = ψ−1 for some k ∈ {2 + · · ·+ 22n(3)−2, . . . , 2 + · · ·+ 22n(3) − 1}r {22n(3) − 1}.

We proceed further in the same way. In the i-th step, we have n(i) > n(i − 1) + m(i)
(n(i) ∈ N) and

ψk := ψk+22n(i−1)+1 , k ∈ {−22n(i−1)+1 − · · · − 2, · · · ,−22n(i−1)−1 − · · · − 2− 1},

...

ψk := ψk+22n(i)−1 , k ∈ {−22n(i)−1 − · · · − 2, · · · ,−22n(i)−3 − · · · − 2− 1},

and we denote

εk := 0, k ∈ {2n(i− 1) + 2, . . . , 2n(i)}, ε2n(i)+1 := 2−i+1. (3.13)
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We also have

ψk = ψ0, k ∈ J i0 := {j 22n(2); j ∈ Z}∩{−22n(i)−1−· · ·−2, . . . , 2+· · ·+22n(i)−2−1}, (3.14)

ψk = ψ1, k ∈ J i1,
J i1 := {1 + j 22n(3); j ∈ Z} ∩ {−22n(i)−1 − · · · − 2, . . . , 2 + · · ·+ 22n(i)−2 − 1},

(3.15)

ψk = ψ−1, k ∈ J i−1,

J i−1 := {−1 + j 22n(3); j ∈ Z}
∩ {−22n(i)−1 − · · · − 23 − 2, . . . , 2 + 22 + · · ·+ 22n(i)−2 − 1},

(3.16)

...

ψk = ψi−3, k ∈ J ii−3,

J ii−3 := {i− 3 + j 22n(i−1); j ∈ Z}
∩ {−22n(i)−1 − · · · − 23 − 2, . . . , 2 + 22 + · · ·+ 22n(i)−2 − 1},

ψk = ψ−i+3, k ∈ J i−i+3,

J i−i+3 := {−i+ 3 + j 22n(i−1); j ∈ Z}
∩ {−22n(i)−1 − · · · − 23 − 2, . . . , 2 + 22 + · · ·+ 22n(i)−2 − 1},

if i− 3 < 22n(2). If 22n(2) ≤ i− 3 < 22n(2)+1, we have

...

ψk = ψ−22n(2)+1, k ∈ J i−22n(2)+1,

J i−22n(2)+1 := {−22n(2) + 1 + j 22n(22n(2)+1); j ∈ Z}
∩ {−22n(i)−1 − · · · − 23 − 2, . . . , 2 + 22 + · · ·+ 22n(i)−2 − 1},

ψk = ψ22n(2)+1, k ∈ J i22n(2)+1,

J i22n(2)+1 := {22n(2) + 1 + j 22n(22n(2)+2); j ∈ Z}
∩ {−22n(i)−1 − · · · − 23 − 2, . . . , 2 + 22 + · · ·+ 22n(i)−2 − 1},

...

If 22n(2)+1 ≤ i−3, then we omit the values ψj 22n(2) , ψ1+j 22n(3) , ψ−1+j 22n(3) , . . . For simplicity,

let i− 2 < 22n(2).
Considering the construction, for all j(1) ∈ {1, . . . , i − 1}, j(2) ∈ {1, . . . ,m(j(1))},

there exist at least 2m(i) + 2 integers

l ∈ {−22n(i)−1 − · · · − 23 − 2, . . . , 2 + 22 + · · ·+ 22n(i)−2 − 1}r (J i0 ∪ · · · ∪ J i−i+3)

such that ψl = x
j(1)
j(2). Evidently (similarly as in the third step), we can obtain

ψk ∈ Oε2n(i)+1
(ψk−22n(i)) , k ∈ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1},
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for which

{ψk; k ∈ {2 + · · ·+ 22n(i)−2, . . . ,2 + · · ·+ 22n(i)−2 + 22n(i) − 1}}
= {x1

1, . . . , x
1
m(1), . . . , x

i
1, . . . , x

i
m(i)}

(3.17)

and, in addition, we have

ψk = ψ0, k ∈ I i0,
I i0 := {j 22n(2); j ∈ Z} ∩ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1},

(3.18)

ψk = ψ1, k ∈ I i1,
I i1 := {1 + j 22n(3); j ∈ Z} ∩ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1},

(3.19)

ψk = ψ−1, k ∈ I i−1,

I i−1 := {−1 + j 22n(3); j ∈ Z} ∩ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1},
(3.20)

...

ψk = ψi−3, k ∈ I ii−3,

I ii−3 := {i− 3 + j 22n(i−1); j ∈ Z} ∩ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1},
ψk = ψ−i+3, k ∈ I i−i+3,

I i−i+3 := {−i+ 3 + j 22n(i−1); j ∈ Z} ∩ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1},
and

ψk = ψi−2, k = 22n(i) + i− 2, ψk = ψ−i+2, k = 22n(i) − i+ 2,

ψk = ψi−2 for some k ∈ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1}r {22n(i) + i− 2},
ψk = ψ−i+2 for some k ∈ {2 + · · ·+ 22n(i)−2, . . . , 2 + · · ·+ 22n(i) − 1}r {22n(i) − i+ 2}.

Using this construction, we get the sequence {ψk}k∈Z ⊆ X with the property that
(see (3.7), (3.9), (3.11), (3.14), (3.18))

ψk = ψ0, k ∈ {j 22n(2); j ∈ Z},

and that (see (3.12), (3.15), (3.16), (3.19), (3.20))

ψk = ψ1, k ∈ {1 + j 22n(3); j ∈ Z},

ψk = ψ−1, k ∈ {−1 + j 22n(3); j ∈ Z},
and so on; i.e., for any l ∈ Z, there exists i(l) ∈ N satisfying

ψk = ψl, k ∈ {l + j 22n(i(l)); j ∈ Z}. (3.21)

Now it suffices to show that the sequence {ψk} is limit periodic. Indeed, (3.1) follows
from the process, (3.3), (3.4), and (3.17); (3.2) follows from (3.21) for q(l) = 22n(i(l)).
Since we construct {ψk} using Corollary 1.28, {ψk} is limit periodic if (1.25) is satisfied.
Considering (3.5), (3.6), (3.8), (3.10), and (3.13), we have

∞∑
i=1

εi = L (2n(1) + 1) + 1 (3.22)

which completes the proof.
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From Theorem 3.1, we immediately obtain the following result concerning almost pe-
riodic sequences.

Corollary 3.2. For any countable and totally bounded set X ⊆ X , there exists an almost
periodic sequence {ψk}k∈Z satisfying (3.1) with the property that, for any l ∈ Z, there exists
q(l) ∈ N such that (3.2) is valid.

Remark 3.3. We can mention several other corollaries which follow from Theorem 3.1,
when the limit periodicity of {ψk} is replaced by a concrete type of almost periodicity in the
statement. For example, one can consider almost automorphic sequences which generalize
classical almost periodicity and which have totally bounded ranges as well (see, e.g., [79,
Definition 3.2 and Theorem 3.3, (v)]). 4

Before the formulation of the next theorem, we add that a sequence {xk}k∈N ⊆ X is
dense in itself if for any k ∈ N and ε > 0, there exist infinitely many x ∈ {xk; k ∈ N} with
the property that d(xk, x) < ε.

Theorem 3.4. Let a sequence {xk}k∈N ⊆ X be totally bounded and dense in itself. There
exists an injective limit periodic sequence {fk}k∈Z satisfying

{fk; k ∈ Z} = {xk; k ∈ N} . (3.23)

Proof. Without loss of generality, we can assume that the sequence {xk}k∈N is injective.
We put X := {xk; k ∈ N}. We know that, for any n ∈ N, there exists an odd integer
m = m(n) ≥ n such that

min
i∈{1,...,m}

d (xi, xl) <
1

2n
, l ∈ N. (3.24)

In the first step, let us consider the periodic sequence {f 1
k}k∈Z given by values

f 1
0 = x1, f

1
1 = x2, f

1
−1 = x3, . . . , f

1
m(1) = x2m(1), f

1
−m(1) = x2m(1)+1

and period 2m(1) + 1. In the second step, we define a sequence {f 2
k}k∈Z ⊂ X with period

[2m(1) + 1]m(2) so that

f 2
−m(1) = f 1

−m(1), . . . , f
2
0 = f 1

0 , . . . , f
2
m(1) = f 1

m(1),{
x1, . . . , xm(2)

}
⊂
{
f 2
l ; l ∈ {1, . . . , [2m(1) + 1]m(2)}

}
, (3.25)

d
(
f 2
l , f

1
l

)
<

1

2
, l ∈ {1, . . . , [2m(1) + 1]m(2)}, (3.26)

f 2
i 6= f 2

j , i 6= j, i, j ∈ {1, . . . , [2m(1) + 1]m(2)}. (3.27)

We can find such a sequence {f 2
k}k∈Z. Conditions (3.25), (3.26) follow from (3.24) and

(3.27) can be satisfied because, in any neighbourhood of each considered value xi, there
are infinitely many values from X.
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We proceed further in the same way. In the n-th step, we define a sequence {fnk }k∈Z ⊂ X
with period [2m(1) + 1]m(2) · · ·m(n) arbitrarily so that

fn−[2m(1)+1]m(2)···m(n−1)+1
2

= fn−1
−[2m(1)+1]m(2)···m(n−1)+1

2

, . . . , fn0 = fn−1
0 , . . .

. . . , fn[2m(1)+1]m(2)···m(n−1)−1
2

= fn−1
[2m(1)+1]m(2)···m(n−1)−1

2

and {
x1, . . . , xm(n)

}
⊂ {fnl ; l ∈ {1, . . . , [2m(1) + 1]m(2) · · ·m(n)}} , (3.28)

d
(
fnl , f

n−1
l

)
<

1

2n−1
, l ∈ {1, . . . , [2m(1) + 1]m(2) · · ·m(n)}, (3.29)

fni 6= fnj , i 6= j, i, j ∈ {1, . . . , [2m(1) + 1]m(2) · · ·m(n)}. (3.30)

We put
fk := lim

n→∞
fnk = f

| k |+j
k , k ∈ Z, j ∈ N.

We have (see (3.29))

d (fk, f
n
k ) ≤ d

(
fnk , f

n+1
k

)
+ d

(
fn+1
k , fn+2

k

)
+ · · · < 1

2n−1
, k ∈ Z, n ∈ N.

Thus, the sequence {fk}k∈Z is limit periodic. Since

fl = fnl , l ∈
{
− [2m(1) + 1]m(2) · · ·m(n) + 1

2
, . . . , 0,

. . . ,
[2m(1) + 1]m(2) · · ·m(n)− 1

2

}
, n ∈ Nr {1},

from (3.30), we obtain

fi 6= fj, i 6= j, i, j ∈
{
− [2m(1) + 1]m(2) · · ·m(n) + 1

2
, . . . , 0,

. . . ,
[2m(1) + 1]m(2) · · ·m(n)− 1

2

}
, n ∈ Nr {1},

i.e., we have (m(n)→∞ for n→∞)

fi 6= fj, i 6= j, i, j ∈ Z.

It remains to prove that {fk} satisfies (3.23). Of course, this fact can be easily shown
considering (3.28).

Again, we obtain a new result in the almost periodic case.

Corollary 3.5. Let a sequence {xk}k∈N ⊆ X be totally bounded and dense in itself. There
exists an injective almost periodic sequence {fk}k∈Z satisfying (3.23).
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Remark 3.6. For any sequence {xk}k∈N ⊆ X which is not dense in itself, Theorem 3.4
cannot be valid. Indeed, if there exist l ∈ N and ε > 0 such that the intersection of the
ε-neighbourhood of xl and the set {xk; k ∈ N} contains only a finite number of elements of
{xk; k ∈ N}, then any almost periodic sequence {fk}k∈Z satisfying (3.23) attains a value
from this neighbourhood infinitely many times (consider directly Definition 1.1). 4

At the end of this section, we assume that X is a uniform space with a non-empty
family U of entourages. We generalize the definition of limit periodicity from Chapter 1 as
follows.

Definition 3.7. A sequence {fk}k∈Z ⊆ X is called limit periodic if it is the uniform limit
of periodic sequences {fnk }k∈Z ⊆ X , n ∈ N, i.e., for any U ∈ U , there exists n0 ∈ N such
that (fk, f

n
k ) ∈ U for all k ∈ Z, n ≥ n0, n ∈ N.

We can also formulate the corresponding generalizations of almost periodicity and
asymptotic almost periodicity. Especially (see, e.g., [10]), a continuous multivalued map
f : R→ X is said to be almost periodic if for any entourage U ∈ U , there exists a positive
number p ∈ R such that every real interval of length p contains a number s for which
f(x + s) is in the U -neighbourhood of f(x) and intersects the U -neighbourhood of all
y ∈ f(x), x ∈ R. For the fundamental properties of this type of almost periodic functions,
we refer to [10, 11, 109, 158] (and also [50, 51, 139]).

If there exists a countable fundamental system of entourages of X , then the uniform
structure of X can be defined by a pseudometric (see, e.g., [107, Theorem 13 on p. 186]
and references cited therein). Hence, we have:

Theorem 3.8. The statement of Theorem 3.1 remains true if X is a uniform space with
a countable fundamental system of entourages.

Considering Theorem 3.4, we also obtain the following result.

Theorem 3.9. Let X have a countable fundamental system of entourages and let a totally
bounded sequence {xk}k∈N ⊆ X be such that, for any k ∈ N and any entourage U ∈ U ,
there exist infinitely many x ∈ {xk; k ∈ N} with the property that (xk, x) ∈ U . Then, there
exists an injective limit periodic sequence {fk}k∈Z satisfying (3.23).

3.3 Applications related to almost periodic difference

systems

Let m ∈ N be arbitrarily given. We consider m-dimensional homogeneous linear dif-
ference systems of the form

yk+1 = Ak · yk, k ∈ Z,
where {Ak} is an almost periodic sequence of matrices from a given group X of m × m
matrices with complex elements. Of course, in C, we consider the usual metric d given by
the absolute value of difference. This metric induces the metric on the set Cm of all m× 1
complex vectors and on the set Cm×m of all m×m complex matrices as the sum of m and
m2 non-negative numbers, respectively. For the sake of simplicity and convenience, these
metrics are denoted by d as well. Let I ∈ Cm×m be the identity matrix.
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Lemma 3.10. Let X ⊂ Cm×m be a bounded group. If {fk}k∈Z ⊆ X is almost periodic,
then the sequence {f−1

k }k∈Z of the inverse matrices is almost periodic as well.

Proof. For an arbitrary matrix norm (especially, for the `1-norm which corresponds to d)
denoted by || · ||, we have (2.3) for any matrices A,E such that A is non-singular and
‖A−1E ‖ < 1. For the bounded group X, (2.3) implies that the map C 7→ C−1 has
the Lipschitz property on X. Hence, the almost periodicity of {f−1

k }k∈Z is guaranteed by
Theorem 1.6.

Theorem 3.11. Let X ⊂ Cm×m be a bounded group. There exists an almost periodic
sequence {Ck}k∈Z ⊆ X satisfying {Ck; k ∈ Z} = X such that all solutions of the system

yk+1 = Ck · yk, k ∈ Z, (3.31)

are almost periodic.

Proof. It is seen that every bounded group of complex matrices has a dense countable
subgroup. Thus, we can assume that X = {xk; k ∈ N}. We apply Corollary 3.2. There
exists an almost periodic sequence {fk}k∈Z satisfying (3.23). From Corollary 1.10 and
Lemma 3.10, it follows that the sequence

C2k := fk, C2k+1 := f−1
k , k ∈ Z, (3.32)

is almost periodic as well. Note that f−1
k denotes the inverse matrix of fk and that f−1

k = fj
for some j = j(k) ∈ Z. The principal fundamental matrix {Φk}k∈Z of the system (3.31)
given by (3.32) attains values

Φ(0) = I,Φ(1) = f0,Φ(2) = I, . . . Φ(2n) = I,Φ(2n+ 1) = fn, . . .

Φ(−1) = f−1,Φ(−2) = I, . . . Φ(−2n) = I,Φ(−2n− 1) = f−n−1, . . .

The almost periodicity of {Φk} is equivalent to the almost periodicity of {fk} (see directly
Definition 1.1).

To obtain counterparts of Theorem 3.11 (the below given Theorems 3.12 and 3.13), we
use Corollary 2.33 and Theorem 2.35.

Theorem 3.12. Let X ⊂ Cm×m be a weakly transformable group. If there exists a matrix
M(u) ∈ X0 for any non-zero vector u ∈ Cm such that M(u)u 6= u, then there exists an
almost periodic sequence {Dk}k∈Z ⊆ X satisfying {Dk; k ∈ Z} = X for which the system

yk+1 = Dk · yk, k ∈ Z, (3.33)

does not have any non-trivial almost periodic solution.

Proof. Evidently, in the complex case, any weakly transformable group has a dense count-
able weakly transformable subgroup. Hence, as in the proof of Theorem 3.11, we can
assume that X = {xk; k ∈ N} and we can apply Corollary 3.2. We obtain an almost
periodic sequence {fk}k∈Z with the property that {fk; k ∈ Z} = {xk; k ∈ N} .
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Let {Bk}k∈Z ⊆ {xk; k ∈ N} be an arbitrary almost periodic sequence mentioned in the
statement of Corollary 2.33. We put

D3k := fk, D3k+1 := f−1
k , D3k+2 := Bk, k ∈ Z. (3.34)

Corollary 1.10 and Lemma 3.10 give the almost periodicity of {Dk}k∈Z. For the principal
fundamental matrix {Ψk}k∈Z of the system (3.33) determined by (3.34), we have

Ψ(0) = I, Ψ(1) = f0, Ψ(2) = I, Ψ(3) = B0,

...

Ψ(3n) = Bn−1 · · ·B1 ·B0,

Ψ(3n+ 1) = fn ·Bn−1 · · ·B1 ·B0,

Ψ(3n+ 2) = Bn−1 · · ·B1 ·B0,

...

and
Ψ(−1) = B−1

−1 , Ψ(−2) = f−1 ·B−1
−1 , Ψ(−3) = B−1

−1 ,

...

Ψ(−3n+ 2) = (B−1 ·B−2 · · ·B−n)−1 ,

Ψ(−3n+ 1) = f−n · (B−1 ·B−2 · · ·B−n)−1 ,

Ψ(−3n) = (B−1 ·B−2 · · ·B−n)−1 ,

...

From Corollary 2.33, we know that the sequence {Ψ3k u}k∈Z is not almost periodic for any
non-zero vector u ∈ Cm. Thus, the sequence {Ψk u}k∈Z cannot be almost periodic.

Analogously, using Theorem 2.35, one can prove:

Theorem 3.13. Let X ⊂ Cm×m be a weakly transformable group and u ∈ Cm be an
arbitrary non-zero vector. If there exists a matrix M(u) ∈ X0 such that M(u)u 6= u, then
there exists an almost periodic sequence {Dk}k∈Z ⊆ X satisfying {Dk; k ∈ Z} = X for
which the solution of

xk+1 = Dk · xk, k ∈ Z, x0 = u

is not almost periodic.

From the proofs of Theorems 3.11 and 3.12, we also get the following theorems which
finish this chapter. Note that we partially study almost periodic systems in Chapter 4 as
well.
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Theorem 3.14. For any countable bounded group X ⊂ Cm×m, there exists an almost
periodic sequence {Ck}k∈Z satisfying {Ck; k ∈ Z} = X such that all solutions of the system

yk+1 = Ck · yk, k ∈ Z,

are almost periodic.

Theorem 3.15. Let X ⊂ Cm×m be a countable weakly transformable group and let there
exist a matrix M(u) ∈ X0 for any non-zero vector u ∈ Cm such that M(u)u 6= u. There
exists an almost periodic sequence {Dk}k∈Z satisfying {Dk; k ∈ Z} = X for which the
system

yk+1 = Dk · yk, k ∈ Z,

does not have any non-trivial almost periodic solution.

Theorem 3.16. Let X ⊂ Cm×m be a countable weakly transformable group and let u ∈ Cm

be an arbitrary non-zero vector. If there exists a matrix M(u) ∈ X0 such that M(u)u 6= u,
then there exists an almost periodic sequence {Dk}k∈Z satisfying {Dk; k ∈ Z} = X for
which the solution of

xk+1 = Dk · xk, k ∈ Z, x0 = u

is not almost periodic.



Chapter 4

Solutions of limit periodic difference
systems

Now we consider limit periodic homogeneous linear difference systems of the form

xk+1 = Ak · xk, k ∈ Z. (4.1)

Limit periodic systems (4.1) form the smallest class of systems which generalize pure
periodic systems in the form (4.1) and which can have at least one non-almost periodic
solution (for complex matrices Ak from a bounded group, cf. Corollary 2.22). The basic
motivation comes from Chapter 2, where we study non-almost periodic solutions of almost
periodic systems. In this chapter, we improve the main results of Chapter 2 in a certain
sense, because we analyse non-almost periodic solutions in the limit periodic case. In
addition, we obtain results about non-asymptotically almost periodic solutions. Since the
methods used in this chapter are substantially different from the process from Chapter 1
applied in Chapter 2, we also obtain new results for almost periodic systems.

The necessity of generalizations of periodic mathematical models is implied by various
oscillatory phenomena in natural sciences. The models induce the research of limit periodic,
almost periodic, and asymptotically almost periodic sequences in connection with difference
equations. There are many significant books dealing with (asymptotically) almost periodic
solutions of difference and differential equations, e.g., [32, 39, 46, 72, 183]. We also refer
to references given in these books.

In this chapter, we use methods based on constructions of limit periodic sequences. A si-
milar method was firstly applied in [78], where non-almost periodic solutions of homoge-
neous linear difference equations are found as classes of constructible sequences. A method
of constructions of minimal cocycles, which are obtained as solutions of homogeneous linear
differential systems, is described in [141] (see also [140]). Special constructions of homoge-
neous linear differential systems with almost periodic coefficients are used in [124, 125] as
well.

This chapter is organized as follows. We begin with the used notations. In Section 4.2,
we introduce properties (denoted by P and P ∗) which allow us to improve the results of
Chapter 2 for bounded groups of coefficient matrices in Section 4.3. In Section 4.4, the
coefficient matrices of the considered systems belong to a given commutative group. We

82
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find a condition on the group under which the systems, whose fundamental matrices are not
almost periodic, form an everywhere dense subset in the space of all considered systems.
The treated problems are discussed for the elements of the coefficient matrices from an
arbitrary infinite field with an absolute value. Nevertheless, the presented results are new
even for the field of complex numbers.

4.1 Preliminaries

Let (F,⊕,�) be an infinite field with a zero e0 and a unit e1. Let | · | : F → R be an
absolute value on F ; i.e., let

(a) | f | ≥ 0 and | f | = 0 if and only if f = e0,

(b) | f � g | = | f | · | g |,

(c) | f ⊕ g | ≤ | f |+ | g |

for all f, g ∈ F . As F, we understand each one of the fields C,R,Q with the usual absolute
value. For arbitrary p ∈ N, we put pN := {pj; j ∈ N}. We remark that i ∈ C stands for
the imaginary unit.

Let m ∈ N be arbitrarily given (as the dimension of systems under consideration).
Symbol Mat(F,m) denotes the set of all m ×m matrices with elements from F and Fm

the set of all m × 1 vectors with entries from F . Next, ·, + stand for the multiplication
and the addition on spaces Mat(F,m), Fm. As usual, we denote the identity matrix
I ∈Mat(F,m), the zero matrix O ∈Mat(F,m), and the zero vector o ∈ Fm.

The absolute value on F gives the norm on Fm and Mat(F,m) as the sum of m and
m2 non-negative numbers which are the absolute values of the elements, respectively. For
simplicity, both of the norms are denoted by ‖ · ‖. Especially (consider (a), (b), (c)), we
have

(A) ‖M ‖ ≥ 0 and ‖M ‖ = 0 if and only if M = O,

(B) ‖u ‖ ≥ 0 and ‖u ‖ = 0 if and only if u = o,

(C) ‖M +N ‖ ≤ ‖M ‖+ ‖N ‖,

(D) ‖u+ v ‖ ≤ ‖u ‖+ ‖ v ‖,

(E) ‖M ·N ‖ ≤ ‖M ‖ · ‖N ‖,

(F) ‖M · u ‖ ≤ ‖M ‖ · ‖u ‖

for all M,N ∈ Mat(F,m), u, v ∈ Fm. Henceforth, we will use properties (A), (B), (C),
(D), (E), (F) without emphasizing.

The absolute value on F and the norms on Fm, Mat(F,m) induce the metrics. For the
sake of convenience, we denote each one of these metrics by %. The ε-neighbourhood of α
is denoted by O%ε(α) in all above mentioned spaces with metric %. In addition, we assume
that the valued field F (with | · |) is separable. Hence, all considered spaces are separable.
We remark that metric space (F, %) does not need to be complete.
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4.2 General homogeneous linear difference systems

Let X ⊂Mat(F,m) be a group. We study the homogeneous linear difference systems

xk+1 = Ak · xk, k ∈ Z, where {Ak} ⊆ X . (4.2)

Let P (X ), LP (X ), and AP (X ) denote the set of all systems (4.2) for which the sequence
of matrices Ak is periodic, limit periodic, and almost periodic, respectively. Note that we
identify the sequence {Ak} with the system (4.2) which is determined by {Ak}. In AP (X ),
we define the metric

σ ({Ak}, {Bk}) := sup
k∈Z

% (Ak, Bk) , {Ak}, {Bk} ∈ AP (X ).

Symbol Oσε ({Ak}) stands for the ε-neighbourhood of {Ak} in AP (X ).
To study limit periodic systems of the form (4.2), we introduce properties of X denoted

by P and P ∗ as follows.

Definition 4.1. We say that X has property P if for every a > 0 and δ > 0, there exist
ζ(a) > 0 and l = l(a, δ) ∈ N such that, for any vector u ∈ Fm satisfying ‖u ‖ > a, one can
find matrices M1, . . . ,Ml ∈ X for which

M1 ∈ O%δ (I), Mi ∈ O%δ (Mi+1), i ∈ {1, . . . , l − 1}, ‖Ml · u− u ‖ > ζ(a).

Definition 4.2. We say that X has property P ∗ if for any a > 0 and δ > 0, there exist
M(a) ∈ X , ζ(a) > 0, and l = l(a, δ) ∈ N such that, for any N ∈ X , one can find matrices
M1, . . . ,Ml ∈ X satisfying

M1 ∈ O%δ (N), Mi ∈ O%δ (Mi+1), i ∈ {1, . . . , l − 1}, Ml = M(a)

and
‖M(a) · u− u ‖ > ζ(a), u ∈ Fm, ‖u ‖ > a.

We formulate Definitions 4.1 and 4.2 in the above form for general a > 0, because we
apply symbols ζ(a), l(a, δ) later (i.a., in the proofs of the main results of this chapter).
Of course, we obtain the identical definitions if we consider only one number a < 1 as
arbitrarily given. Indeed, we have∣∣ f l ∣∣ = | f |l , ‖ f � u ‖ = | f | · ‖u ‖ , f ∈ F, u ∈ Fm, l ∈ Z.

Thus, we can simplify them into the following forms.

Definition 4.3. The group X has property P if there exists ζ > 0 and if for all δ > 0,
there exists l ∈ N such that, for any vector u ∈ Fm satisfying ‖u ‖ ≥ 1, one can find
matrices M1, . . . ,Ml ∈ X with the property that

M1 ∈ O%δ (I), Mi ∈ O%δ (Mi+1), i ∈ {1, . . . , l − 1}, ‖Ml · u− u ‖ > ζ.
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Definition 4.4. The group X has property P ∗ if there exist M ∈ X and ζ > 0 such that,
for every δ > 0, there exists l ∈ N with the property that, for any N ∈ X , one can find
matrices M1, . . . ,Ml ∈ X satisfying

M1 ∈ O%δ (N), Mi ∈ O%δ (Mi+1), i ∈ {1, . . . , l − 1}, Ml = M

and
‖M · u− u ‖ > ζ, u ∈ Fm, ‖u ‖ ≥ 1.

Remark 4.5. Especially, X has property P if there exist ζ > 0 and continuous functions
fi : [0, 1]→Mat(F,m) for i ∈ {1, . . . , n} with the properties that

fi(r) ∈ X , r ∈ Q ∩ [0, 1], fi(0) = I, i ∈ {1, . . . , n},

and
max

i∈{1,...,n}
‖ fi(1) · u− u ‖ > ζ, u ∈ Fm, ‖u ‖ ≥ 1.

4

Remark 4.6. Let F = C and let X be weakly transformable. If there exists a matrix
M ∈ X0 such that Mu 6= u for all non-zero vectors u ∈ Cm, then X has property P . It
follows directly from Definitions 2.14 and 4.3 and, considering the compactness of the set
C := {u ∈ Cm; ‖u ‖ = 1}, from the inequality

inf
u∈C
‖M · u− u ‖ > 0.

Note that the number l ∈ N considered in Definition 4.3 has to exist for any δ > 0, because
the set X is totally bounded.

Analogously, if for every non-zero vector u ∈ Cm, there exists a matrix M(u) ∈ X0

satisfying M(u)u 6= u, then we can assume that

inf
u∈C
‖M(u) · u− u ‖ > 0.

Indeed, there exists a finite number of matrices M1, . . . ,Mj ∈ X0 satisfying

max
i∈{1,...,j}

‖Mi · u− u ‖ > 0, u ∈ Cm, ‖u ‖ = 1. (4.3)

Hence, in this case, X has property P as well. 4

Example 4.7. Based on Remark 4.6, we can mention many examples of weakly trans-
formable groups X ⊂Mat(F,m) with property P . Since each one of concrete transformable
and weakly transformable groups mentioned in Examples 2.2–2.10, 2.15, and 2.17 contains
matrices M1, . . . ,Mj from a transformable subgroup such that (4.3) is satisfied, all these
groups have property P (it also follows from Remark 4.5). ♦

Remark 4.8. It is seen that X has property P if it has property P ∗. One can trivially
show that the converse implication is not true. It suffices to consider the real case for m = 3
and the group X = SO(3) which consists of all orthogonal matrices with determinant 1.
This group has property P (see Example 4.7). For any matrix M ∈ SO(3), there exists
a vector u ∈ R3 with the properties that Mu = u and ‖u ‖ = 1. This fact implies that
X = SO(3) cannot have property P ∗. 4
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To formulate our results in a simple and consistent form, we also introduce the following
definition concerning non-asymptotically almost periodic solutions of systems (4.2).

Definition 4.9. We say that a system {Ak}k∈Z ∈ AP (X ) does not have any non-zero
asymptotically almost periodic solution in the strong sense if there exists a sequence
{ln}n∈N ⊆ N satisfying limn→∞ ln = ∞ with the property that, for any non-zero solu-
tion {xk}k∈Z, there exist ϑ > 0 and Q ∈ N such that the inequality∥∥xk+li − xk+lj

∥∥ > ϑ

is valid for all i > j ≥ Q and for a set of k which is relatively dense in N and which depends
on i and j.

Remark 4.10. Evidently, the systems considered in Definition 4.9 form a special class
of systems whose non-zero solutions are not asymptotically almost periodic. For exam-
ple, the scalar system xk+1 = eikxk (for k ∈ Z) does not have non-zero asymptotically
almost periodic solutions, but it is not true that this system does not have any non-zero
asymptotically almost periodic solution in the strong sense. 4

In Section 4.4, we intend to improve results of Section 4.3. To show how the results of
Section 4.4 improve theorems from Section 4.3, we need to reformulate Definition 4.3 for
bounded groups applying the following two lemmas (which we will need later as well).

Lemma 4.11. Let p ∈ N be given. The multiplication of p matrices is continuous in the
Lipschitz sense on any bounded subset of Mat(F,m).

Proof. Let K > 0 be given. Since the addition and the multiplication have the Lipschitz
property on the set of f ∈ F satisfying | f | < K, the statement of the lemma is true.

Lemma 4.12. Let a bounded group X ⊆ Mat(F,m) be given. There exists L > 1 such
that

M ·N−1, N−1 ·M ∈ O%aL(I) if M,N ∈ X, M ∈ O%a(N). (4.4)

Proof. We know that the inequality

‖M ‖ < K, M ∈ X, i.e.,
∥∥M−1

∥∥ < K, M ∈ X, (4.5)

holds for some K > 0. The map f 7→ −f , the multiplication, and the addition have the
Lipschitz property on the set of all f ∈ F satisfying | f | < K. In addition, for any M ∈ X,
we have (see (4.5))

det M < m!Km, det M =
1

det M−1
>

1

m!Km
.

Hence, the map

M 7→ 1

det M
, M ∈ X,

has the Lipschitz property as well. Let a matrix M ∈ X be given. If we use the expression

m−1
i,j =

Mj,i

det M
, i, j ∈ {1, . . . ,m},
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where m−1
i,j are elements of M−1 ∈ X and Mj,i are the algebraic complements of the

elements mj,i of M , then it is seen that the map M 7→M−1 is continuous in the Lipschitz
sense on X.

Evidently, Lemma 4.11 and the Lipschitz continuity of M 7→ M−1 on X imply the
existence of L > 1 for which (4.4) is valid.

Using Lemmas 4.11 and 4.12 for bounded X and for M2 replaced by M2 ·M1, . . . , Ml

by Ml · · ·M2 ·M1, we can rewrite Definition 4.3 as follows.

Definition 4.13. A bounded group X ⊂ Mat(F,m) has property P if there exists ζ > 0
and if for all δ > 0, there exists l ∈ N such that, for any vector u ∈ Fm satisfying ‖u ‖ ≥ 1,
one can find matrices M1, . . . ,Ml ∈ X with the property that

Mi ∈ O%δ (I), i ∈ {1, . . . , l}, ‖Ml · · ·M1 · u− u ‖ > ζ. (4.6)

We introduce the following direct generalization of Definition 4.13.

Definition 4.14. Let a non-zero vector u ∈ Fm be given. We say that X has property P
with respect to u if there exists ζ > 0 such that, for all δ > 0, one can find matrices
M1, . . . ,Ml ∈ X satisfying (4.6).

Remark 4.15. Since a group with property P has property P with respect to any non-
-zero vector u (consider || f � u || = | f | · ||u ||, f ∈ F , u ∈ Fm), we can refer to a lot
of examples recalled in Example 4.7. Furthermore, we point out that any group, which
contains a subgroup having property P with respect to a vector u, has property P with
respect to u as well. 4

4.3 Systems without asymptotically almost periodic

solutions

In this section, we consider that the given group X is bounded. We can directly prove
the main result of this section which reads as follows.

Theorem 4.16. Let X have property P . For any {Ak} ∈ LP(X ) and ε > 0, there exists
a system {Bk} ∈ Oσε ({Ak}) ∩ LP(X ) which does not have any non-zero asymptotically
almost periodic solution.

Proof. Let {un}n∈N ⊂ Fm be a sequence of non-zero vectors such that {un; n ∈ N} = Fm.
We know that there exists K > 1 satisfying ‖M ‖ < K for all M ∈ X . In addition, for
any un, there exists Ln > 0 satisfying

‖Mun ‖ > Ln, M ∈ X . (4.7)

Indeed, limj→∞ ‖Mjun ‖ = 0 for a sequence of Mj ∈ X implies the following contradiction

‖un ‖ = lim
j→∞

∥∥M−1
j Mjun

∥∥ ≤ lim sup
j→∞

(∥∥M−1
j

∥∥ · ‖Mjun ‖
)
≤ K lim

j→∞
‖Mjun ‖ = 0.
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Since {Ak} ∈ LP(X ), there exist sequences {Bn
k }k∈Z ⊆ X for n ∈ N with the property

that
‖Ak −Bn

k ‖ <
ε

2n+1K
, k ∈ Z, n ∈ N, (4.8)

where {Bn
k } has period pn ∈ N. We can assume that pn ≥ 2, n ∈ N.

For M,M1, . . . ,Ml ∈ X , it is seen that∥∥ (M1 · · ·Ml)
−1 ·M ·M1 · · ·Ml − I

∥∥
≤
∥∥ (M1 · · ·Ml)

−1
∥∥ · ‖M − I ‖ · ‖M1 · · ·Ml ‖ ≤ K2 ‖M − I ‖ .

(4.9)

Let matrices Ak, . . . , Ak+i−1+l, Ek, . . . , Ek+i−1 ∈ X be arbitrary. The product

Ek · Ek+1 · · ·Ek+i−1 · Ak · Ak+1 · · ·Ak+i−1 · · ·Ak+i−1+l

can be expressed in the form

Ak · Fk · · ·Ak+i−1 · Fk+i−1 · · ·Ak+i−1+l · Fk+i−1+l, (4.10)

where
Fk = (Ak)

−1 · Ek · Ak,
...

Fk+i−1 = (Ak · Ak+1 · · ·Ak+i−1)−1 · Ek+i−1 · Ak · Ak+1 · · ·Ak+i−1,

and
Fk+i = I, . . . Fk+i−1+l = I.

Analogously, one can express

Ak · Ak+1 · · ·Ak+i−1 · · ·Ak+i−1+l · Ek · Ek+1 · · ·Ek+i−1

in the above given form (4.10) for

Fk = Ak+1 · · ·Ak+i−1+l · Ek · (Ak+1 · · ·Ak+i−1+l)
−1 ,

...

Fk+i−1 = Ak+i · · ·Ak+i−1+l · Ek+i−1 · (Ak+i · · ·Ak+i−1+l)
−1 ,

and
Fk+i = I, . . . Fk+i−1+l = I.

In the both cases, using (4.9), we have

Fk, . . . , Fk+i−1+l ∈ O%K2a(I) if Ek, . . . , Ek+i−1 ∈ O%a(I). (4.11)

Considering Lemma 4.12, let L > 1 be such that

M ·N−1, N−1 ·M ∈ O%aL(I) if M,N ∈ X , M ∈ O%a(N). (4.12)
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For all ui, there exists ξ(Li) = ξ(ui) > 0 such that

‖M · v − u ‖ > ζ(Li)

2
if ‖M · u− u ‖ > ζ(Li), ‖ v − u ‖ ≤ ξ(Li), (4.13)

where M ∈ X is arbitrary. Indeed, we have

‖M · u− u ‖ ≤ ‖M · u−M · v ‖+ ‖M · v − u ‖ ≤ K ‖ v − u ‖+ ‖M · v − u ‖ .

Assume that ξ(Li) < ζ(Li)/2. In fact, we can put ξ(Li) := ζ(Li)/(2K).
Let us consider ζ(L1) and matrices D1,1

1 , . . . , D1,1
l(1,1) ∈ X satisfying

D1,1
1 ∈ O

%
ε

2K3L

(I), D1,1
i ∈ O

%
ε

2K3L

(
D1,1
i+1

)
, i ∈ {1, . . . , l(1, 1)− 1},∥∥∥D1,1

l(1,1) · u1 − u1

∥∥∥ > ζ(L1).

Expressing

D1,1
l(1,1) = D1,1

l(1,1) ·
(
D1,1
l(1,1)−1

)−1

· · ·D1,1
2 ·

(
D1,1

1

)−1 ·D1,1
1 ,

where (see (4.12))

D1,1
l(1,1) ·

(
D1,1
l(1,1)−1

)−1

, . . . , D1,1
2 ·

(
D1,1

1

)−1
, D1,1

1 ∈ O
%

ε
2K3

(I),

we know (see also (4.11) and (4.13)) that there exist matrices C1
0 , C

1
1 , . . . , C

1
2p1l(1,1)−1 ∈ X

such that ∥∥Ap1l(1,1)−2 · C1
p1l(1,1)−2 · · ·A1 · C1

1 · A0 · C1
0 · u1 − u1

∥∥ > ξ(L1)

and that

C1
0 , . . . , C

1
p1l(1,1)−2 ∈ O

%
ε

2K
(I), C1

p1l(1,1)−1 = · · · = C1
2p1l(1,1)−1 = I.

Indeed, one can put

C1
0 = · · · = C1

p1l(1,1)−2 = C1
p1l(1,1)−1 = · · · = C1

2p1l(1,1)−1 = I

if ∥∥Ap1l(1,1)−2 · · ·A1 · A0 · u1 − u1

∥∥ > ξ(L1).

We define the periodic sequence {C1
k}k∈Z ⊂ X with period 2p1l(1, 1) by the matrices

C1
0 , . . . , C

1
p1l(1,1)−2, C

1
p1l(1,1)−1, . . . , C

1
2p1l(1,1)−1.

In the second step, we consider ζ(L1), ζ(L2) and the numbers (see Definition 4.1)

l(2, 1) := l
(
L1,

ε

22K3L

)
, l(2, 2) := l

(
L2,

ε

22K3L

)
.

We recall that, for any v1, v2 ∈ Fm satisfying ‖ v1 ‖ > L1, ‖ v2 ‖ > L2, there exist matrices
D2,1

1 , . . . , D2,1
l(2,1) ∈ X , D2,2

1 , . . . , D2,2
l(2,2) ∈ X with the property that

D2,1
1 ∈ O

%
ε

22K3L

(I), D2,1
i ∈ O

%
ε

22K3L

(
D2,1
i+1

)
, i ∈ {1, . . . , l(2, 1)− 1},
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D2,2
1 ∈ O

%
ε

22K3L

(I), D2,2
i ∈ O

%
ε

22K3L

(
D2,2
i+1

)
, i ∈ {1, . . . , l(2, 2)− 1},

and ∥∥∥D2,1
l(2,1) · v1 − v1

∥∥∥ > ζ(L1),
∥∥∥D2,2

l(2,2) · v2 − v2

∥∥∥ > ζ(L2).

Assume that l(2, 2) ≥ l(2, 1) ≥ l(1, 1) > 1. Denote

h1 := (0!)2p1l(1, 1), h2 := (1!)2p1p2l(1, 1)l(2, 2).

Analogously as in the first step (consider also (4.7)), we can show that there exist matrices
C2

0 , C
2
1 , . . . , C

2
222h2−1 ∈ X such that∥∥Ah2+h2−2 · C1

h2+h2−2 · C2
h2+h2−2 · · ·A0 · C1

0 · C2
0 · u1

− Ah2−1 · C1
h2−1 · C2

h2−1 · · ·A0 · C1
0 · C2

0 · u1

∥∥ > ξ(L1),

∥∥A2h2+h2−h1−1 · C1
2h2+h2−h1−1 · C2

2h2+h2−h1−1 · · ·A0 · C1
0 · C2

0 · u1

− A2h2−1 · C1
2h2−1 · C2

2h2−1 · · ·A0 · C1
0 · C2

0 · u1

∥∥ > ξ(L1),

∥∥A3h2+h2−2 · C1
3h2+h2−2 · C2

3h2+h2−2 · · ·A0 · C1
0 · C2

0 · u2

− A3h2−1 · C1
3h2−1 · C2

3h2−1 · · ·A0 · C1
0 · C2

0 · u2

∥∥ > ξ(L2),

∥∥A4h2+h2−h1−1 · C1
4h2+h2−h1−1 · C2

4h2+h2−h1−1 · · ·A0 · C1
0 · C2

0 · u2

− A4h2−1 · C1
4h2−1 · C2

4h2−1 · · ·A0 · C1
0 · C2

0 · u2

∥∥ > ξ(L2)

and, at the same time, such that

C2
0 , C

2
1 , . . . , C

2
222h2−1 ∈ O

%
ε

22K

(I),

C2
j2h1+0 = C2

j2h1+1 = · · · = C2
j2h1+h1−1 = I, j ∈ {0, 1, . . . , 22p2l(2, 2)− 1},

C2
j22h1+h1

= C2
j22h1+h1+1 = · · · = C2

j22h1+2h1−1 = I, j ∈ {0, 1, . . . , 2p2l(2, 2)− 1},

i.e., only matrices

C2
j22h1+3h1

, C2
j22h1+3h1+1, . . . , C

2
j22h1+4h1−1 ∈ O

%
ε

22K

(I), j ∈ {0, 1, . . . , 2p2l(2, 2)− 1},

do not need to be I. Especially, we have

C2
j = I if C1

j 6= I for some j ∈ {0, 1, . . . , 222h2 − 1}.

We consider the periodic sequence {C2
k}k∈Z ⊂ X given by period 222h2 and the matrices

C2
0 , C

2
1 , . . . , C

2
222h2−1.

We continue in the same manner. Before the n-th step, we have

Ci
j2n−1h1+h1

= Ci
j2n−1h1+h1+1 = · · · = Ci

j2n−1h1+2h1−1 = I, j ∈ Z, i ∈ {1, . . . , n− 1},
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for the resulting periodic sequences {Ci
k}k∈Z ⊂ X with periods 2i2hi, i ∈ {3, . . . , n − 1},

where
hi := ((i− 1)!)2p1p2 · · · pil(1, 1)l(2, 2) · · · l(i, i).

In the n-th step, we consider ζ(L1), . . . , ζ(Ln−1), ζ(Ln) and the integers

l(n, 1) := l
(
L1,

ε

2nK3L

)
, . . . , l(n, n− 1) := l

(
Ln−1,

ε

2nK3L

)
, l(n, n) := l

(
Ln,

ε

2nK3L

)
.

Let
l(n, n) ≥ l(n, n− 1) ≥ · · · ≥ l(n, 1) ≥ · · · ≥ l(2, 2) ≥ l(2, 1) ≥ l(1, 1) > 1.

We put
hn := ((n− 1)!)2p1p2 · · · pnl(1, 1)l(2, 2) · · · l(n, n).

For all v1, . . . , vn ∈ Fm satisfying ‖ v1 ‖ > L1, . . . , ‖ vn ‖ > Ln, there exist matrices

Dn,1
1 , . . . , Dn,1

l(n,1), . . . , D
n,n
1 , . . . , Dn,n

l(n,n) ∈ X

with the property that

Dn,1
1 ∈ O% ε

2nK3L

(I), Dn,1
i ∈ O

%
ε

2nK3L

(
Dn,1
i+1

)
, i ∈ {1, . . . , l(n, 1)− 1},

...

Dn,n
1 ∈ O% ε

2nK3L

(I), Dn,n
i ∈ O% ε

2nK3L

(
Dn,n
i+1

)
, i ∈ {1, . . . , l(n, n)− 1},

and ∥∥∥Dn,1
l(n,1) · v1 − v1

∥∥∥ > ζ(L1),

...∥∥∥Dn,n
l(n,n) · vn − vn

∥∥∥ > ζ(Ln).

Thus, considering

hn − 1 > · · · > hn − hn−1 = hn−1

[
(n− 1)2pnl(n, n)− 1

]
> hn−1l(n, n),

we know that there exist matrices Cn
0 , C

n
1 , . . . , C

n
2n2hn−1 ∈ X such that∥∥Ahn+hn−2 · C1

hn+hn−2 · · ·Cn
hn+hn−2 · · ·A0 · C1

0 · · ·Cn
0 · u1

− Ahn−1 · C1
hn−1 · · ·Cn

hn−1 · · ·A0 · C1
0 · · ·Cn

0 · u1

∥∥ > ξ(L1),

...∥∥Anhn+hn−hn−1−1 · C1
nhn+hn−hn−1−1 · · ·Cn

nhn+hn−hn−1−1 · · ·A0 · C1
0 · · ·Cn

0 · u1

− Anhn−1 · C1
nhn−1 · · ·Cn

nhn−1 · · ·A0 · C1
0 · · ·Cn

0 · u1

∥∥ > ξ(L1),

...
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∥∥A[(i−1)n+1]hn+hn−2 · C1
[(i−1)n+1]hn+hn−2 · · ·Cn

[(i−1)n+1]hn+hn−2 · · ·A0 · C1
0 · · ·Cn

0 · ui
− A[(i−1)n+1]hn−1 · C1

[(i−1)n+1]hn−1 · · ·Cn
[(i−1)n+1]hn−1 · · ·A0 · C1

0 · · ·Cn
0 · ui

∥∥ > ξ(Li),

...∥∥Ainhn+hn−hn−1−1 · C1
inhn+hn−hn−1−1 · · ·Cn

inhn+hn−hn−1−1 · · ·A0 · C1
0 · · ·Cn

0 · ui
− Ainhn−1 · C1

inhn−1 · · ·Cn
inhn−1 · · ·A0 · C1

0 · · ·Cn
0 · ui

∥∥ > ξ(Li),

...∥∥A[(n−1)n+1]hn+hn−2 · C1
[(n−1)n+1]hn+hn−2 · · ·Cn

[(n−1)n+1]hn+hn−2 · · ·A0 · C1
0 · · ·Cn

0 · un
− A[(n−1)n+1]hn−1 · C1

[(n−1)n+1]hn−1 · · ·Cn
[(n−1)n+1]hn−1 · · ·A0 · C1

0 · · ·Cn
0 · un

∥∥ > ξ(Ln),

...∥∥An2hn+hn−hn−1−1 · C1
n2hn+hn−hn−1−1 · · ·Cn

n2hn+hn−hn−1−1 · · ·A0 · C1
0 · · ·Cn

0 · un
− An2hn−1 · C1

n2hn−1 · · ·Cn
n2hn−1 · · ·A0 · C1

0 · · ·Cn
0 · un

∥∥ > ξ(Ln)

and such that
Cn

0 , C
n
1 , . . . , C

n
2n2hn−1 ∈ O

%
ε

2nK
(I),

where
Cn
j = I, j ∈ {0, 1, . . . , 2(n− 1)2hn−1 − 1}. (4.14)

In addition, we can assume that

Cn
j = I if Ci

j 6= I for some j ∈ {0, 1, . . . , 2n2hn − 1}, i ∈ {1, . . . , n− 1}. (4.15)

It follows from the inequalities

hn − 1 > · · · > hn − hn−1 > 22hn−1l(n, n) > 24hn−2l(n, n) > · · ·
· · · > 22n−4h2l(n, n) ≥ 22n−2h1l(n, n) ≥ 22nl(n, n)

and from the fact that it suffices to choose only the matrices

Cn
j2nh1+(2n−1+1)h1

, Cn
j2nh1+(2n−1+1)h1+1, . . . , C

n
j2nh1+(2n−1+1)h1+h1−1

as different from I. We consider the periodic sequence {Cn
k }k∈Z ⊂ X given by the above

values Cn
0 , C

n
1 , . . . , C

n
2n2hn−1 and period 2n2hn.

We define
Bk := Ak · C1

k · C2
k · · ·Cn

k · · · , k ∈ Z. (4.16)

For all k ∈ Z, there exists i ∈ N such that Bk = Ak · Ci
k (consider (4.15) together with

(4.14)). Especially, the definition of the sequence of Bk is correct and Bk ∈ X , k ∈ Z. We
have to prove that {Bk}k∈Z is limit periodic and that

sup
k∈Z
‖Bk − Ak ‖ < ε. (4.17)

Since
Cn
k ∈ O

%
ε

2nK
(I), k ∈ Z, n ∈ N, (4.18)
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we have

‖Bk − Ak ‖ =
∥∥Ak · Ci

k − Ak
∥∥ ≤ ‖Ak ‖ · ∥∥Ci

k − I
∥∥ < K

ε

2iK
≤ ε

2

for some i ∈ N. Thus, (4.17) is satisfied. Similarly, if we express∥∥Bk −Bn
k · C1

k · · ·Cn
k

∥∥
≤
∥∥Bk −Bn

k · C1
k · · ·Cn

k · · ·
∥∥+

∥∥Bn
k · C1

k · · ·Cn
k · · · −Bn

k · C1
k · · ·Cn

k

∥∥
≤ ‖Ak −Bn

k ‖ ·
∥∥C1

k · · ·Cn
k · · ·

∥∥+
∥∥Bn

k · C1
k · · ·Cn

k

∥∥ · ∥∥Cn+1
k · · ·Cn+j

k · · · − I
∥∥ ,

then we obtain (see (4.8), (4.18))∥∥Bk −Bn
k · C1

k · · ·Cn
k

∥∥ < ε

2n+1K
·K +K

ε

2n+1K
=

ε

2n
, k ∈ Z, n ∈ N.

It means that {Bk} is the uniform limit of the sequence of Bn
k · C1

k · · ·Cn
k as n → ∞.

Any sequence {Bn
k · C1

k · · ·Cn
k }k∈Z has period 2(n!)2p1 · · · pnl(1, 1) · · · l(n, n). Hence, {Bk}

is limit periodic.
It remains to show that the system {Bk} ∈ Oσε ({Ak}) does not possess any non-zero

asymptotically almost periodic solution. On contrary, suppose that the solution {xk}k∈Z
of the Cauchy problem

xk+1 = Bk · xk, k ∈ Z, x0 = ul

is asymptotically almost periodic. Applying Theorem 1.15 for l1 := 1, ln+1 := hn, n ∈ N,
we obtain ∥∥xk+hn1

− xk+hn2

∥∥ < ξ(Ll), k ∈ N, (4.19)

for infinitely many n1, n2 ∈ N. Let integers n1 > n2 ≥ l be arbitrarily given. It holds∥∥x[(l−1)n1+n2+1]hn1+hn1−hn2
− x[(l−1)n1+n2+1]hn1

∥∥
=
∥∥B[(l−1)n1+n2+1]hn1+hn1−hn2−1 · · ·B1 ·B0 · ul −B[(l−1)n1+n2+1]hn1−1 · · ·B1 ·B0 · ul

∥∥ .
From (consider (4.14) and (4.16))

B[(l−1)n1+n2+1]hn1+hn1−hn2−1 = A[(l−1)n1+n2+1]hn1+hn1−hn2−1×
× C1

[(l−1)n1+n2+1]hn1+hn1−hn2−1 · · ·C
n1

[(l−1)n1+n2+1]hn1+hn1−hn2−1,

...

B[(l−1)n1+n2+1]hn1−1 = A[(l−1)n1+n2+1]hn1−1 · C1
[(l−1)n1+n2+1]hn1−1 · · ·C

n1

[(l−1)n1+n2+1]hn1−1,

...

B1 = A1 · C1
1 · · ·C

n1
1 , B0 = A0 · C1

0 · · ·C
n1
0 ,

we obtain ∥∥x[(l−1)n1+n2+1]hn1+hn1−hn2
− x[(l−1)n1+n2+1]hn1

∥∥ > ξ(Ll).
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Especially, it is valid that

sup
k∈N

∥∥xk+hn1
− xk+hn2

∥∥ > ξ(Ll), n1 > n2 ≥ l, n1, n2 ∈ N. (4.20)

This contradiction (see (4.19)) proves that the solution of

xk+1 = Bk · xk, k ∈ Z, x0 = un

is not asymptotically almost periodic for any un, n ∈ N.
Let us consider an arbitrary non-zero vector u ∈ Fm. We know that there exists a

sequence of ui(n) for which limn→∞ ui(n) = u. For the solution {zk}k∈Z of

zk+1 = Bk · zk, k ∈ Z, z0 = ui(n),

we have (see (4.20))

sup
k∈N

∥∥ zk+hn1
− zk+hn2

∥∥ > ξ(Li(n)), n1 > n2 ≥ i(n), n1, n2 ∈ N.

The value ξ(Li(n)) can be chosen as ξ(Li(n)) := ζ(Li(n))/(2K) and Li(n) can be chosen as a
constant value L∗ for sufficiently large n, because there exist ϑ > 0 and L∗ > 0 satisfying

‖M · v ‖ > L∗, v ∈ O%ϑ(u), M ∈ X . (4.21)

Note that (4.21) follows directly from (4.7) and from the Lipschitz continuity of multipli-
cation. Without loss of generality, we assume that ui(n) ∈ O%ϑ(u), n ∈ N. In this case, it is
valid

sup
k∈N

∥∥ zk+hn1
− zk+hn2

∥∥ > ζ (L∗)

2K
, n1 > n2 ≥ i(n), n, n1, n2 ∈ N.

Therefore, for the solution {yk}k∈Z of the following problem

yk+1 = Bk · yk, k ∈ Z, y0 = u, (4.22)

it holds

sup
k∈N

∥∥ yk+hn1
− yk+hn2

∥∥ > ζ (L∗)

4K
, n1 > n2 ≥ i(n), n1, n2 ∈ N, (4.23)

where n ∈ N is sufficiently large. Indeed, it follows from

‖ zk − yk ‖ =
∥∥Bk−1 · · ·B0 · ui(n) −Bk−1 · · ·B0 · u

∥∥ ≤ K
∥∥ui(n) − u

∥∥ , k ∈ N.

Finally, (4.23) implies that the solution {yk} of (4.22) cannot be asymptotically almost
periodic (consider again Theorem 1.15).

Remark 4.17. Since P(X ) is a dense subset of LP(X ) (consider directly Definition 1.17),
the statement of Theorem 4.16 does not change if one replaces the system {Ak} ∈ LP(X )
by {Ak} ∈ P(X ). 4

Example 4.18. Theorem 4.16 can be applied for all groups of matrices recalled in Exam-
ple 4.7. In addition, considering Remark 4.6, other matrix groups with property P can
be constructed using the direct sums, because the direct sum of a weakly transformable
group and a finite group and the direct sum of two weakly transformable groups are weakly
transformable as well (see Examples 2.16 and 2.17). ♦
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Remark 4.19. Let us consider that the statement of Theorem 4.16 is true for a bounded
matrix group X ⊂ Mat(F,m). Especially, it is valid when Ak := I, k ∈ Z. Since the
multiplication of matrices is continuous in the Lipschitz sense on X (see Lemma 4.11), for
any non-zero vector u ∈ Fm and δ > 0, there exist matrices M1, . . . ,Ml (where Mi is the
product of i matrices from a neighbourhood of I) with the property that

M1 ∈ O%δ (I), Mi ∈ O%δ (Mi+1), i ∈ {1, . . . , l − 1}, ‖Ml · u− u ‖ > 0.

Similarly as in Remark 4.6, one can show that X has property P . Thus, the condition of
Theorem 4.16 (that X has property P ) is necessary if F = F. 4

Theorem 4.20. Let X have property P ∗. For any {Ak} ∈ LP(X ) and ε > 0, there exists
a system {Bk} ∈ Oσε ({Ak}) ∩ LP(X ) which does not have any non-zero asymptotically
almost periodic solution in the strong sense.

Proof. We can proceed as in the proof of Theorem 4.16 and construct the limit periodic
system {Bk}k∈Z for a decreasing sequence {Li}i∈N of positive numbers with the property
that limi→∞ Li = 0. The value Li > 0 is given by a non-zero vector ui ∈ Fm in the sense
that ‖Mui ‖ > Li, M ∈ X . Let the sequence {ui}i∈N be such that, for any non-zero
vector u ∈ Fm, one can find j ∈ N for which ‖ui ‖ ≤ ‖u ‖, i ≥ j.

Especially, from the construction, we obtain

‖Bhn+hn−2 · · ·B1 ·B0 · u1 −Bhn−1 · · ·B1 ·B0 · u1 ‖ > ξ(L1),

...∥∥Bnhn+hn−hn−1−1 · · ·B1 ·B0 · u1 −Bnhn−1 · · ·B1 ·B0 · u1

∥∥ > ξ(L1),

...∥∥B[(i−1)n+1]hn+hn−2 · · ·B1 ·B0 · ui −B[(i−1)n+1]hn−1 · · ·B1 ·B0 · ui
∥∥ > ξ(Li),

...∥∥Binhn+hn−hn−1−1 · · ·B1 ·B0 · ui −Binhn−1 · · ·B1 ·B0 · ui
∥∥ > ξ(Li),

...∥∥B[(n−1)n+1]hn+hn−2 · · ·B1 ·B0 · un −B[(n−1)n+1]hn−1 · · ·B1 ·B0 · un
∥∥ > ξ(Ln),

...∥∥Bn2hn+hn−hn−1−1 · · ·B1 ·B0 · un −Bn2hn−1 · · ·B1 ·B0 · un
∥∥ > ξ(Ln),

...

Let a non-zero vector u ∈ Fm be given. We consider the solution {xk}k∈Z of the Cauchy
problem

xk+1 = Bk · xk, k ∈ Z, x0 = u.
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From the proof of Theorem 4.16, we know that

inf
k∈Z
‖xk ‖ > Lj for some j ∈ N (4.24)

and that (see (4.23))
sup
k∈N

∥∥xk+hn1
− xk+hn2

∥∥ > ϑ

for all sufficiently large integers n1 > n2 and for some ϑ > 0. Hence, for all n1 > n2 ≥ n0,
n1, n2 ∈ N, where n0 ∈ N is sufficiently large, there exists an integer l ≥ hn2 with the
property that∥∥xl+hn1−hn2+1 − xl+1

∥∥ =
∥∥Bl+hn1−hn2

· · ·Bl · · ·B0 · u−Bl · · ·B0 · u
∥∥

=
∥∥ [Bl+hn1−hn2

· · ·Bl+1 − I
]
Bl · · ·B0 · u

∥∥ > ϑ.

Considering (4.24), the construction, and the property P ∗ of X , we can assume that∥∥ [Bl+hn1−hn2
· · ·Bl+1 − I

]
xk
∥∥ > ϑ, k ∈ N. (4.25)

Since the multiplication and addition are continuous in the Lipschitz sense on bounded
subsets of F and {Bk} is limit periodic, Theorem 1.3 and Corollary 1.11 (together with
Theorem 1.22) imply that the sequence {Bk+hn1−hn2

· · ·Bk+1}k∈Z is almost periodic for all
given integers n1 > n2 ≥ n0. Thus, for any η > 0, we get the existence of a sequence
{qn}n∈N ⊆ N which is relatively dense in N and which has the property that∥∥Bl+hn1−hn2

· · ·Bl+1 −Bqn+hn1−hn2
· · ·Bqn+1

∥∥ < η, n ∈ N. (4.26)

Combining (4.25) and (4.26) for a sufficiently small number η, we have∥∥xk+hn1
− xk+hn2

∥∥ =
∥∥ [Bk+hn1−1 · · ·Bk+hn2

− I
]
xk+hn2

∥∥ > ϑ

2

for all k = qn − hn2 + 1, n ∈ N.

Remark 4.21. Based on the proofs of Theorems 4.16 and 4.20, it is possible to prove that
the group X is transformable if it has property P ∗. 4

Example 4.22. One can easily show that the transformable groups of matrices recalled in
Example 4.7 have actually property P ∗ (except SO(m) if m is odd); i.e., for these groups,
one can apply Theorem 4.20 which improves Theorem 4.16. ♦

The process used in the proof of Theorem 4.16 can be applied for almost periodic
systems as well.

Theorem 4.23. Let X have property P . For any {Ak} ∈ AP(X ) and ε > 0, there exists a
system {Bk} ∈ Oσε ({Ak}) which does not have any non-zero asymptotically almost periodic
solution.

Proof. The statement of this theorem can be proved using the construction from the proof
of Theorem 4.16, where it suffices to put pn := 2 and Bn

k := Ak for all n ∈ N, k ∈ Z. Indeed,
the almost periodicity of the sequence {Ak · C1

k · · ·Cn
k }k∈Z follows from Theorem 1.3 and

Corollary 1.11 (the multiplication and addition have the Lipschitz property on any bounded
subset of F ) and the almost periodicity of {Bk}k∈Z comes from Theorem 1.7.
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Corollary 4.24. Let X have property P . For any {Ak} ∈ AP(X ) and ε > 0, there exists
a system {Bk} ∈ Oσε ({Ak}) which does not have any non-zero almost periodic solution.

Proof. See Theorems 1.22 and 4.23.

In the complex case, Theorem 4.23 is a generalization of Corollary 2.33 (see also Corol-
lary 4.24). It follows from Remark 4.6. Of course, in the general case, the results presented
in Chapter 2 do not follow from ones presented here.

Remark 4.25. In fact, considering the proofs of the above theorems, we see that it is
not necessary to introduce the map | · | on the whole field. It suffices to define it on a
neighbourhood of e0 and for all elements of matrices from the matrix group X in such a
way that condition (a) is replaced by | f | ≥ 0, | e0 | = 0, | e1 | = 1 and condition (b) by
| f � g | ≤ | f | · | g |, | f | = | − f | (consider also Definitions 4.1 and 4.2). Let X have
property P with respect to a given non-zero vector u and let there exist a neighbourhood
of u with the property that, for all vectors v from the neighbourhood and all M ∈ X , there
exist the norms ‖M v ‖. In this case, for any limit periodic (or almost periodic) sequence
{Ak}k∈Z ⊆ X , there exists a limit periodic (or almost periodic) system given by {Bk}k∈Z
in an arbitrarily small neighbourhood of {Ak} for which the solution of

xk+1 = Bk · xk, k ∈ Z, x0 = u

is not asymptotically almost periodic. 4

Example 4.26. Now we show that there exists a group X with property P which is
not weakly transformable. Especially, we show that Corollary 4.24 does not follow from
Corollary 2.33. For simplicity, we use Remark 4.25. Let F be the field of all meromorphic
functions defined on an open connected set which contains the set

D = {z ∈ C; Re z ∈ [−π, π], Im z = 0}.

Note that, using the analytic continuation to eliminate removable singularities, meromor-
phic functions can be added, subtracted, multiplied, and the quotient can be formed. For
the set F0 ⊂ F of all bounded functions on D, we put

| f | := sup
z∈D
| f(z) | , f ∈ F0.

Let m = 1, i.e., let us consider the scalar case. Especially, ‖ f ‖ = | f |, f ∈ F0.
We put

X := {c [sin(nz)± i cos(nz)]; c ∈ C, | c | = 1, n ∈ Z}.

The set X forms a group. Indeed, the identity element

1 ≡ i [sin(0z)− i cos(0z)] ∈ X ,

associativity is obvious, the inverse elements

(c [sin(nz)± i cos(nz)])−1 = c−1 [sin(nz)∓ i cos(nz)] , c ∈ C, | c | = 1, n ∈ Z,
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belong to X , and the closure of multiplication follows from the formulas

[sin(nz) + i cos(nz)] · [sin(lz)± i cos(lz)] = ∓ cos[(n± l)z]± i sin[(n± l)z],

[sin(nz)− i cos(nz)] · [sin(lz)− i cos(lz)] = − cos[(n+ l)z]− i sin[(n+ l)z].

Evidently, this group is bounded.
Firstly, we show that X is not weakly transformable. The subgroup

X0 := {c [sin 0± i cos 0]; c ∈ C, | c | = 1} = {f ≡ c ∈ C; | c | = 1}

is transformable. It can be directly verified that

‖ c− d [sin(nz)± i cos(nz)] ‖ > 1, c, d ∈ C, | c | = | d | = 1, n ∈ Z r {0}.

Thus, there does not exist a transformable subgroup of X which contains X0 and at least
one other element. To prove that X is not weakly transformable, it suffices to consider
that the distance of any two different components

X0 = {f ≡ c ∈ C; | c | = 1},

X+
n := {c [sin(nz) + i cos(nz)]; c ∈ C, | c | = 1}, n ∈ Z r {0},

X−n := {c [sin(nz)− i cos(nz)]; c ∈ C, | c | = 1}, n ∈ Z r {0},

is greater that 1.
Secondly, we show that X has property P . It suffices to put ζ(a) := 2a for all a > 0.

For δ = π/l, l ∈ N, we can choose matrices

M1 =
(
eiδ
)
,M2 =

(
ei2δ
)
, . . . ,Ml−1 =

(
ei(l−1)δ

)
,Ml =

(
eilδ
)

= (−1)

for which we have

‖M1 − I ‖ < δ, ‖M2 −M1 ‖ < δ, . . . , ‖Ml−1 −Ml ‖ < δ.

Evidently, it is also valid that

‖Ml · u− u ‖ = ‖−u− u ‖ = 2 ‖u ‖ > ζ(a) = 2a, ‖u ‖ > a, u ∈ F0.

♦

Analogously as Theorem 4.23 (see the proof of Theorem 4.20), one can obtain the
following result.

Theorem 4.27. Let X have property P ∗. For any {Ak} ∈ AP(X ) and ε > 0, there
exists a system {Bk} ∈ Oσε ({Ak}) which does not have any non-zero asymptotically almost
periodic solution in the strong sense.

Remark 4.28. We recall that Theorems 4.23 and 4.27 do not follow from Theorems 4.16
and 4.20. See Theorem 1.21. 4
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4.4 Systems with non-almost periodic solutions

Henceforth, we assume that X is commutative. To prove the announced result (the
below given Theorem 4.31), we use Lemmas 4.29 and 4.30.

Lemma 4.29. Let {Ak} ∈ LP(X ) and ε > 0 be arbitrarily given. Let {δn}n∈N ⊂ R be a
decreasing sequence satisfying

lim
n→∞

δn = 0 (4.27)

and let {Bn
k }k∈Z ⊂ X be periodic sequences for n ∈ N such that

Bn
k ∈ O

%
δn

(I), k ∈ Z, n ∈ N, (4.28)

Bj
k = I or Bi

k = I, k ∈ Z, i 6= j, i, j ∈ N. (4.29)

If one puts
Bk := Ak ·B1

k ·B2
k · · ·Bn

k · · · , k ∈ Z,

then {Bk} ∈ LP(X ). In addition, if

δ1 <
ε

sup
l∈Z
‖Al ‖

, (4.30)

then {Bk} ∈ Oσε ({Ak}).

Proof. Condition (4.29) means that, for any k ∈ Z, there exists i ∈ N such that

Bk = Ak ·Bi
k. (4.31)

Especially, the definition of {Bk}k∈Z is correct and Bk ∈ X , k ∈ Z.
We show that {Bk} is limit periodic. Since {Ak} is limit periodic and Ak ∈ X , k ∈ Z,

there exist periodic sequences {Cn
k }k∈Z ⊂ X for n ∈ N with the property that

‖Ak − Cn
k ‖ <

1

n
, k ∈ Z, n ∈ N. (4.32)

Let {Bn
k } and {Cn

k } have period pn ∈ N and qn ∈ N for n ∈ N, respectively. The sequence
{Cn

k · B1
k · B2

k · · ·Bn
k }k∈Z ⊂ X has period qn · p1 · p2 · · · pn; i.e., it is periodic for all n ∈ N.

It is valid that∥∥Bk − Cn
k ·B1

k ·B2
k · · ·Bn

k

∥∥
≤
∥∥Bk − Cn

k ·B1
k ·B2

k · · ·Bn
k · · ·

∥∥+
∥∥Cn

k ·B1
k ·B2

k · · ·Bn
k · · · − Cn

k ·B1
k ·B2

k · · ·Bn
k

∥∥
≤ ‖Ak − Cn

k ‖ ·
∥∥B1

k ·B2
k · · ·Bn

k · · ·
∥∥+

∥∥Cn
k ·B1

k ·B2
k · · ·Bn

k

∥∥ · ∥∥Bn+1
k · · ·Bn+j

k · · · − I
∥∥

and that ∥∥Cn
k ·B1

k ·B2
k · · ·Bn

k

∥∥ ≤ ‖Cn
k ‖ ·

∥∥B1
k ·B2

k · · ·Bn
k

∥∥
≤ (‖Ak ‖+ ‖Cn

k − Ak ‖) ·
∥∥B1

k ·B2
k · · ·Bn

k

∥∥ .
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Hence (see (4.28), (4.29), (4.32)), we have

∥∥Bk − Cn
k ·B1

k ·B2
k · · ·Bn

k

∥∥ < 1

n
(m+ δ1) +

(
sup
l∈Z
‖Al ‖+

1

n

)
(m+ δ1) δn+1

for all k ∈ Z, n ∈ N. Considering (4.27), we get that {Bk} is the uniform limit of the
sequence of periodic sequences {Cn

k ·B1
k ·B2

k · · ·Bn
k }. Especially, {Bk} ∈ LP(X ).

Let (4.30) be true. We have to prove that {Bk} ∈ Oσε ({Ak}), i.e.,

sup
k∈Z
‖Ak −Bk ‖ < ε. (4.33)

Since
Bn
k ∈ O

%
δ1

(I), k ∈ Z, n ∈ N,

considering (4.31), we have

‖Ak −Bk ‖ ≤ ‖Ak ‖ ·
∥∥ I −Bi

k

∥∥ ≤ δ1 sup
l∈Z
‖Al ‖

for some i ∈ N and for all k ∈ Z. Thus (see (4.30)), we obtain (4.33).

Lemma 4.30. If for any δ > 0 and K > 0, there exist matrices M1, . . . ,Ml ∈ X such that

Mi ∈ O%δ (I), i ∈ {1, . . . , l}, ‖Ml · · ·M1 ‖ > K, (4.34)

then, for any {Ak} ∈ LP(X ) and ε > 0, there exists a system {Bk} ∈ Oσε ({Ak}) ∩LP(X )
whose fundamental matrix is not almost periodic.

Proof. We can assume that all solutions of {Ak} are almost periodic. Especially (consider
Corollary 1.11), for any ϑ > 0, there exist infinitely many positive integers p with the
property that

‖Ap−1 · · ·A1 · A0 − I ‖ < ϑ. (4.35)

Let {δn}n∈N ⊂ R be a decreasing sequence satisfying (4.27) and (4.30). For δn and Kn := n,
n ∈ N, we consider matrices

M1
1 ,M

1
2 , . . . ,M

1
l1
∈ X ,

M2
1 ,M

2
2 , . . . ,M

2
l2
∈ X ,

...

M j
1 ,M

j
2 , . . . ,M

j
lj
∈ X ,

...

such that
M j

i ∈ O
%
δj

(I) , i ∈ {1, 2, . . . , lj}, j ∈ N, (4.36)

and ∥∥∥M j
lj
· · ·M j

2 ·M
j
1

∥∥∥ > Kj = j, j ∈ N. (4.37)

Let a sequence of positive numbers ϑn for n ∈ N be given.
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Let us consider p1
1, p

1
2 ∈ N such that p1

2 − p1
1 > 2l1 and that (see (4.35))∥∥∥Ap12−1 · · ·A1 · A0 − I

∥∥∥ < ϑ1. (4.38)

In addition, let p1
1 and p1

2 be even (consider Corollary 1.4). We define the periodic sequence
{B1

k}k∈Z with period p1
2 by values

B1
0 := I, B1

1 := I, . . . , B1
p11−2 := I,

B1
p11−1 := I, B1

p11
:= I, B1

p11+1 := M1
1 , B

1
p11+2 := I, B1

p11+3 := M1
2 , B

1
p11+4 := I,

...

B1
p11+2l1−3 := M1

l1−1, B
1
p11+2l1−2 := I, B1

p11+2l1−1 := M1
l1
,

B1
p11+2l1

:= I, B1
p11+2l1+1 := I, B1

p11+2l1+2 := I,

...

B1
p12−1 := I.

We put
B̃1
k := Ak ·B1

k, k ∈ Z.

We have ∥∥∥ B̃1
p12−1 · · · B̃

1
1 · B̃1

0

∥∥∥ =
∥∥∥M1

l1
· · ·M1

2 ·M1
1 · Ap12−1 · · ·A1 · A0

∥∥∥ .
Again, we can assume that, for any ϑ > 0, there exist infinitely many positive integers p
with the property that ∥∥∥ B̃1

p−1 · · · B̃1
1 · B̃1

0 − I
∥∥∥ < ϑ. (4.39)

Otherwise, we obtain the system {Bk} ≡ {B̃1
k} with a non-almost periodic solution. Indeed,

it suffices to consider Lemma 4.29 for Bn+1
k = I, k ∈ Z, n ∈ N.

Analogously, let us consider p2
1, p

2
2 ∈ N satisfying p2

2 − 4l2 > p2
1 > p1

2 and (see (4.39))∥∥∥ B̃1
p22−1 · · · B̃

1
1 · B̃1

0 − I
∥∥∥ < ϑ2. (4.40)

Let p2
1, p

2
2 ∈ 4N (see Corollary 1.4). We define the periodic sequence {B2

k}k∈Z with period
p2

2 by values
B2

0 := I, B2
1 := I, . . . , B2

p21−1 := I,

B2
p21

:= I, B2
p21+1 := I, B2

p21+2 := M2
1 , B

2
p21+3 := I,

B2
p21+4 := I, B2

p21+5 := I, B2
p21+6 := M2

2 , B
2
p21+7 := I,

...

B2
p21+4l2−4 := I, B2

p21+4l2−3 := I, B2
p21+4l2−2 := M2

l2
, B2

p21+4l2−1 := I,
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B2
p21+4l2

:= I, B2
p21+4l2+1 := I, B2

p21+4l2+2 := I, B2
p21+4l2+3 := I,

...

B2
p22−1 := I.

For
B̃2
k := Ak ·B1

k ·B2
k, k ∈ Z,

it holds ∥∥∥ B̃2
p22−1 · · · B̃

2
1 · B̃2

0

∥∥∥ =
∥∥∥M2

l2
· · ·M2

2 ·M2
1 · B̃1

p22−1 · · · B̃
1
1 · B̃1

0

∥∥∥ .
Especially, for all k ∈ Z, there exists i ∈ {1, 2} such that B̃2

k := Ak ·Bi
k.

We continue in the same manner. Let us assume that all obtained systems {B̃j
k}k∈Z

have only almost periodic solutions. Thus, for every ϑ > 0 and j ∈ N, one can find
infinitely many p ∈ N such that∥∥∥ B̃j

p−1 · · · B̃
j
1 · B̃

j
0 − I

∥∥∥ < ϑ.

In the n-th step, we consider pn1 , p
n
2 ∈ 2nN such that pn2 − 2nln > pn1 > pn−1

2 and∥∥∥ B̃n−1
pn2−1 · · · B̃n−1

1 · B̃n−1
0 − I

∥∥∥ < ϑn. (4.41)

We define the periodic sequence {Bn
k }k∈Z with period pn2 by values

Bn
0 := I, Bn

1 := I, . . . , Bn
pn1−1 := I,

Bn
pn1

:= I,Bn
pn1 +1 := I, . . . , Bn

pn1 +2n−1−1 := I,

Bn
pn1 +2n−1 := Mn

1 , B
n
pn1 +2n−1+1 := I, . . . , Bn

pn1 +2n−1 := I,

Bn
pn1 +2n := I,Bn

pn1 +2n+1 := I, . . . , Bn
pn1 +2n+2n−1−1 := I,

Bn
pn1 +2n+2n−1 := Mn

2 , B
n
pn1 +2n+2n−1+1 := I, . . . , Bn

pn1 +2·2n−1 := I,

...

Bn
pn1 +(ln−1)2n := I,Bn

pn1 +(ln−1)2n+1 := I, . . . , Bn
pn1 +(ln−1)2n+2n−1−1 := I,

Bn
pn1 +(ln−1)2n+2n−1 := Mn

ln , B
n
pn1 +(ln−1)2n+2n−1+1 := I, . . . , Bn

pn1 +ln2n−1 := I,

Bn
pn1 +ln2n := I,Bn

pn1 +ln2n+1 := I, . . . , Bn
pn1 +ln2n+2n−1−1 := I,

Bn
pn1 +ln2n+2n−1 := I, Bn

pn1 +ln2n+2n−1+1 := I, . . . , Bn
pn1 +(ln+1)2n−1 := I,

...

Bn
pn2−1 := I.



4.4 Systems with non-almost periodic solutions 103

If we put
B̃n
k := Ak ·B1

k ·B2
k · · ·Bn

k , k ∈ Z,

then ∥∥∥ B̃n
pn2−1 · · · B̃n

1 · B̃n
0

∥∥∥ =
∥∥∥Mn

ln · · ·M
n
2 ·Mn

1 · B̃n−1
pn2−1 · · · B̃n−1

1 · B̃n−1
0

∥∥∥ . (4.42)

Finally, we put
Bk := Ak ·B1

k ·B2
k · · ·Bn

k · · · , k ∈ Z.

From the construction, we obtain that, for any k ∈ Z, there exists i ∈ N such that
Bk = Ak · Bi

k. It means that (4.29) is satisfied. Since (4.28) follows from the construction
and from (4.36), we can use Lemma 4.29 which guarantees that {Bk} ∈ Oσε ({Ak})∩LP(X ).
It remains to prove that the fundamental matrix of {Bk} is not almost periodic. On
contrary, let us suppose its almost periodicity. Then, the fundamental matrix is bounded
(see Theorem 1.14); i.e., there exists K0 > 0 with the property that

‖Bk · · ·B1 ·B0 ‖ < K0, k ∈ N. (4.43)

Let us choose n ∈ N for which n ≥ K0 + 1. We repeat that the multiplication of matrices
is continuous (see also Lemma 4.11). Hence, for given matrix

Mn
1 ·Mn

2 · · ·Mn
ln = Mn

ln · · ·M
n
2 ·Mn

1 ∈ X ,

there exists θn > 0 such that∥∥Mn
ln · · ·M

n
2 ·Mn

1

∥∥− 1 <
∥∥Mn

ln · · ·M
n
2 ·Mn

1 · C
∥∥ , C ∈ O%θn(I). (4.44)

We can assume that ϑn = θn in (4.41) (see also (4.38), (4.40)). We construct sequences
{Bj

k} in such a way that

Bj
0 = I, Bj

1 = I, . . . , Bj
pn2−1 = I, j > n, j, n ∈ N.

Indeed, pj+1
1 > pj2 > pj1, j ∈ N. Thus, (4.37), (4.41), (4.42), and (4.44) imply∥∥Bpn2−1 · · ·B1 ·B0

∥∥ =
∥∥∥ B̃n

pn2−1 · · · B̃n
1 · B̃n

0

∥∥∥
=
∥∥∥Mn

ln · · ·M
n
2 ·Mn

1 · B̃n−1
pn2−1 · · · B̃n−1

1 · B̃n−1
0

∥∥∥
>
∥∥Mn

ln · · ·M
n
2 ·Mn

1

∥∥− 1 > n− 1 ≥ K0.

(4.45)

This contradiction (cf. (4.43) and (4.45)) completes the proof.

Theorem 4.31. Let X have property P with respect to a vector u. For any {Ak} ∈ LP(X )
and ε > 0, there exists a system {Bk} ∈ Oσε ({Ak}) ∩ LP(X ) whose fundamental matrix is
not almost periodic.

Proof. Let us consider the solution {x0
k}k∈Z of the Cauchy problem

xk+1 = Ak · xk, k ∈ Z, x0 = u.
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If {x0
k} is not almost periodic, then the statement of the theorem is true for Bk := Ak,

k ∈ Z. Hence, we assume that {x0
k} is almost periodic.

We put

δn :=
1

n+ 1
· ε

sup
l∈Z
‖Al ‖

, n ∈ N. (4.46)

We know that there exist ζ > 0 and matrices

M1
1 ,M

1
2 , . . . ,M

1
l1
∈ X ,

M2
1 ,M

2
2 , . . . ,M

2
l2
∈ X ,

...

M j
1 ,M

j
2 , . . . ,M

j
lj
∈ X ,

...

such that
M j

i ∈ O
%
δj

(I) , i ∈ {1, . . . , lj}, (4.47)∥∥∥M j
lj
· · ·M j

2 ·M
j
1 · u− u

∥∥∥ > ζ (4.48)

for all j ∈ N. Of course, we can consider lj such that

lj ≥ · · · ≥ l2 ≥ l1 ≥ 2. (4.49)

Denote
Kj :=

∥∥∥M j
lj
· · ·M j

2 ·M
j
1

∥∥∥ , j ∈ N. (4.50)

For

ϑj :=
ζ

2 (Kj + 2)
, j ∈ N, (4.51)

we have

‖M · v − w ‖ > ζ

2
if ‖M · u− u ‖ > ζ, M ∈ O%Kj+1 (O) ∩ X , v, w ∈ O%ϑj (u) . (4.52)

Indeed, for considered u, v, w ∈ Fm and M ∈ X , it holds (see (4.51))

‖M · u− u ‖ ≤ ‖M · u−M · v ‖+ ‖M · v − w ‖+ ‖w − u ‖

< (Kj + 1) ‖u− v ‖+ ‖w − u ‖+ ‖M · v − w ‖ < ζ

2
+ ‖M · v − w ‖ .

The almost periodicity of {x0
k} (see Corollary 1.4) implies that there exists an even

positive integer j(1,0) such that∥∥∥x0
0 − x0

j(1,0)

∥∥∥ =
∥∥∥u− x0

j(1,0)

∥∥∥ < ϑ1

2
. (4.53)
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Let us define a periodic sequence {B1
k} with period j(1, 0) + r1, where r1 := 2l1. If∥∥∥x0

j(1,0)
− x0

j(1,0)+r1

∥∥∥ ≥ ϑ1

2
, (4.54)

then we put B1
k := I, k ∈ Z; and if∥∥∥x0

j(1,0)
− x0

j(1,0)+r1

∥∥∥ < ϑ1

2
, (4.55)

then
B1

0 := I, B1
1 := I, . . . , B1

j(1,0)−1 := I,

B1
j(1,0)

:= I, B1
j(1,0)+1 := M1

1 , B
1
j(1,0)+2 := I, B1

j(1,0)+3 := M1
2 ,

...

B1
j(1,0)+2l1−4 := I, B1

j(1,0)+2l1−3 := M1
l1−1, B

1
j(1,0)+2l1−2 := I, B1

j(1,0)+2l1−1 := M1
l1
.

For B̃1
k := Ak ·B1

k, k ∈ Z, we consider the solution {x1
k}k∈Z of the initial problem

xk+1 = B̃1
k · xk, k ∈ Z, x0 = u.

Lemma 4.29 gives that {B̃1
k} ∈ Oσε ({Ak}) ∩ LP(X ). In the case, when {x1

k} is not almost
periodic, we can put Bk := B̃1

k, k ∈ Z. Thus, we have to consider the almost periodicity
of {x1

k}. Especially (see Corollary 1.4), there exist infinitely many numbers j ∈ 4N with
the property that ∥∥x1

0 − x1
j

∥∥ =
∥∥u− x1

j

∥∥ < ϑ2

2
. (4.56)

Let us consider an integer j(1,1) ∈ 4N satisfying (4.56) and the inequality

j(1,1) ≥ j(1,0) + r1. (4.57)

For r2 := 8l1l2, we define a sequence {B(1,2)
k }k∈Z with period j(1,1) + r2. We put B

(1,2)
k := I

for all k ∈ Z if ∥∥∥x1
j(1,1)
− x1

j(1,1)+r2

∥∥∥ ≥ ϑ2

2
. (4.58)

In the second case, when (4.58) is not valid, we define

B
(1,2)
0 := I, B

(1,2)
1 := I, . . . , B

(1,2)
j(1,1)−1 := I,

B
(1,2)
j(1,1)

:= I, B
(1,2)
j(1,1)+1 := I, B

(1,2)
j(1,1)+2 := M2

1 , B
(1,2)
j(1,1)+3 := I,

B
(1,2)
j(1,1)+4 := I, B

(1,2)
j(1,1)+5 := I, B

(1,2)
j(1,1)+6 := M2

2 , B
(1,2)
j(1,1)+7 := I,

...

B
(1,2)
j(1,1)+4l2−4 := I, B

(1,2)
j(1,1)+4l2−3 := I, B

(1,2)
j(1,1)+4l2−2 := M2

l2
, B

(1,2)
j(1,1)+4l2−1 := I,

B
(1,2)
j(1,1)+4l2

:= I, B
(1,2)
j(1,1)+4l2+1 := I, B

(1,2)
j(1,1)+4l2+2 := I, B

(1,2)
j(1,1)+4l2+3 := I,
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...

B
(1,2)
j(1,1)+r2−1 := I.

For B̃
(1,2)
k := Ak · B1

k · B
(1,2)
k , k ∈ Z, we consider the solution {x(1,2)

k }k∈Z of the initial
problem

xk+1 = B̃
(1,2)
k · xk, k ∈ Z, x0 = u.

Again, we can assume that {x(1,2)
k }k∈Z is almost periodic. Let an integer j(2,1) ∈ 8N have

the properties that ∥∥∥x(1,2)
0 − x(1,2)

j(2,1)

∥∥∥ =
∥∥∥u− x(1,2)

j(2,1)

∥∥∥ < ϑ2

2
(4.59)

and that
j(2,1) ≥ j(1,1) + r2. (4.60)

We define a periodic sequence {B(2,2)
k }k∈Z with period j(2,1)(r2 − r1). If∥∥∥x(1,2)
j(2,1)
− x(1,2)

j(2,1)+r2−r1

∥∥∥ ≥ ϑ2

2
, (4.61)

we put B
(2,2)
k := I for all k ∈ Z; and, in the other case, we define

B
(2,2)
0 := I, B

(2,2)
1 := I, . . . , B

(2,2)
j(2,1)−1 := I,

B
(2,2)
j(2,1)

:= I, B
(2,2)
j(2,1)+1 := I, B

(2,2)
j(2,1)+2 := I, B

(2,2)
j(2,1)+3 := I,

B
(2,2)
j(2,1)+4 := M2

1 , B
(2,2)
j(2,1)+5 := I, B

(2,2)
j(2,1)+6 := I, B

(2,2)
j(2,1)+7 := I,

B
(2,2)
j(2,1)+8 := I, B

(2,2)
j(2,1)+9 := I, B

(2,2)
j(2,1)+10 := I, B

(2,2)
j(2,1)+11 := I,

B
(2,2)
j(2,1)+12 := M2

2 , B
(2,2)
j(2,1)+13 := I, B

(2,2)
j(2,1)+14 := I, B

(2,2)
j(2,1)+15 := I,

...

B
(2,2)
j(2,1)+8l2−8 := I, B

(2,2)
j(2,1)+8l2−7 := I, B

(2,2)
j(2,1)+8l2−6 := I, B

(2,2)
j(2,1)+8l2−5 := I,

B
(2,2)
j(2,1)+8l2−4 := M2

l2
, B

(2,2)
j(2,1)+8l2−3 := I, B

(2,2)
j(2,1)+8l2−2 := M2

l2
, B

(2,2)
j(2,1)+8l2−1 := I,

B
(2,2)
j(2,1)+8l2

:= I, B
(2,2)
j(2,1)+8l2+1 := I, B

(2,2)
j(2,1)+8l2+2 := I, B

(2,2)
j(2,1)+8l2+3 := I,

B
(2,2)
j(2,1)+8l2+4 := I, B

(2,2)
j(2,1)+8l2+5 := I, B

(2,2)
j(2,1)+8l2+6 := I, B

(2,2)
j(2,1)+8l2+7 := I,

...

B
(2,2)
j(2,1)+r2−r1−1 := I, . . . , B

(2,2)
j(2,1)(r2−r1)−1 := I.

Finally, in the second step, we consider the periodic sequence of

B2
k := B

(1,2)
k ·B(2,2)

k , k ∈ Z. (4.62)
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Note that its period is [j(1,1) + r2][j(2,1)(r2 − r1)]. Consequently, we consider

B̃2
k := Ak ·B1

k ·B2
k, k ∈ Z, (4.63)

and the solution {x2
k}k∈Z of

xk+1 = B̃2
k · xk, k ∈ Z, x0 = u.

In the case, when {x2
k} is not almost periodic, we can put Bk := B̃2

k for k ∈ Z and use
Lemma 4.29 for Bj+2

k = I, k ∈ Z, j ∈ N (see also (4.63)). Thus, we have to assume that
{x2

k} is almost periodic.
We continue in the same manner. Before the n-th step, we define

B̃n−1
k := Ak ·B1

k ·B2
k · · ·Bn−1

k , k ∈ Z.

Let {B̃n−1
k }k∈Z have period qn−1, e.g., let

qn−1 :=[j(1,0) + r1][j(1,1) + r2][j(2,1)(r2 − r1)]× · · ·
· · · × [j(1,n−2) + rn−1][j(2,n−2)(rn−1 − r1)] · · · [j(n−1,n−2)(rn−1 − rn−2)].

Consider the solution {xn−1
k } of

xk+1 = B̃n−1
k · xk, k ∈ Z, x0 = u.

Again, we consider that the sequence {xn−1
k } is almost periodic. Otherwise, we can put

Bk := B̃n−1
k , k ∈ Z. Especially, for all p ∈ N, there exist infinitely many numbers j ∈ pN

with the property that ∥∥xn−1
0 − xn−1

j

∥∥ =
∥∥u− xn−1

j

∥∥ < ϑn
2
. (4.64)

Denote

pn := 21+
∑n−1

i=1 i, n ≥ 2, n ∈ N, (4.65)

rn := 2pnl1l2 · · · ln, n ≥ 2, n ∈ N. (4.66)

Let us consider an integer j(1,n−1) ∈ pnN satisfying (4.64) and

j(1,n−1) ≥ qn−1. (4.67)

We define {B(1,n)
k }k∈Z with period j(1,n−1) + rn. If∥∥∥xn−1

j(1,n−1)
− xn−1

j(1,n−1)+rn

∥∥∥ ≥ ϑn
2
, (4.68)

we put B
(1,n)
k := I, k ∈ Z. In the other case, we put

B
(1,n)
0 := I, B

(1,n)
1 := I, . . . , B

(1,n)
j(1,n−1)−1 := I,

B
(1,n)
j(1,n−1)

:= I, B
(1,n)
j(1,n−1)+1 := I, . . . , B

(1,n)

j(1,n−1)+
pn
2
−1

:= I,
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B
(1,n)

j(1,n−1)+
pn
2

:= Mn
1 , B

(1,n)

j(1,n−1)+
pn
2

+1
:= I, . . . , B

(1,n)
j(1,n−1)+pn−1 := I,

B
(1,n)
j(1,n−1)+pn

:= I, B
(1,n)
j(1,n−1)+pn+1 := I, . . . , B

(1,n)

j(1,n−1)+pn+ pn
2
−1

:= I,

B
(1,n)

j(1,n−1)+pn+ pn
2

:= Mn
2 , B

(1,n)

j(1,n−1)+pn+ pn
2

+1
:= I, . . . , B

(1,n)
j(1,n−1)+2pn−1 := I,

...

B
(1,n)
j(1,n−1)+(ln−1)pn

:= I, B
(1,n)
j(1,n−1)+(ln−1)pn+1 := I, . . . , B

(1,n)

j(1,n−1)+(ln−1)pn+ pn
2
−1

:= I,

B
(1,n)

j(1,n−1)+(ln−1)pn+ pn
2

:= Mn
ln , B

(1,n)

j(1,n−1)+(ln−1)pn+ pn
2

+1
:= I, . . . , B

(1,n)
j(1,n−1)+lnpn−1 := I,

B
(1,n)
j(1,n−1)+lnpn

:= I, B
(1,n)
j(1,n−1)+lnpn+1 := I, . . . , B

(1,n)

j(1,n−1)+lnpn+ pn
2
−1

:= I,

B
(1,n)

j(1,n−1)+lnpn+ pn
2

:= I, B
(1,n)

j(1,n−1)+lnpn+ pn
2

+1
:= I, . . . , B

(1,n)
j(1,n−1)+(ln+1)pn−1 := I,

...

B
(1,n)
j(1,n−1)+rn−1 := I.

For
B̃

(1,n)
k := B̃n−1

k ·B(1,n)
k = Ak ·B1

k ·B2
k · · ·Bn−1

k ·B(1,n)
k , k ∈ Z,

we consider the solution {x(1,n)
k } of

xk+1 = B̃
(1,n)
k · xk, k ∈ Z, x0 = u.

Again, we assume that {x(1,n)
k } is almost periodic. Let a number j(2,n−1) ∈ 2pnN have the

properties that ∥∥∥x(1,n)
0 − x(1,n)

j(2,n−1)

∥∥∥ =
∥∥∥u− x(1,n)

j(2,n−1)

∥∥∥ < ϑn
2

(4.69)

and
j(2,n−1) ≥ j(1,n−1) + rn. (4.70)

We define the following periodic sequence {B(2,n)
k }k∈Z with period j(2,n−1)(rn − r1). If∥∥∥x(1,n)

j(2,n−1)
− x(1,n)

j(2,n−1)+rn−r1

∥∥∥ ≥ ϑn
2
, (4.71)

then B
(2,n)
k := I, k ∈ Z. In the other case, we put

B
(2,n)
0 := I, B

(2,n)
1 := I, . . . , B

(2,n)
j(2,n−1)−1 := I,

B
(2,n)
j(2,n−1)

:= I, B
(2,n)
j(2,n−1)+1 := I, . . . , B

(2,n)
j(2,n−1)+pn−1 := I,

B
(2,n)
j(2,n−1)+pn

:= Mn
1 , B

(2,n)
j(2,n−1)+pn+1 := I, . . . , B

(2,n)
j(2,n−1)+2pn−1 := I,

B
(2,n)
j(2,n−1)+2pn

:= I, B
(2,n)
j(2,n−1)+2pn+1 := I, . . . , B

(2,n)
j(2,n−1)+2pn+pn−1 := I,

B
(2,n)
j(2,n−1)+2pn+pn

:= Mn
2 , B

(2,n)
j(2,n−1)+2pn+pn+1 := I, . . . , B

(2,n)
j(2,n−1)+4pn−1 := I,
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...

B
(2,n)
j(2,n−1)+(ln−1)2pn

:= I, B
(2,n)
j(2,n−1)+(ln−1)2pn+1 := I, . . . , B

(2,n)
j(2,n−1)+(ln−1)2pn+pn−1 := I,

B
(2,n)
j(2,n−1)+(ln−1)2pn+pn

:= Mn
ln , B

(2,n)
j(2,n−1)+(ln−1)2pn+pn+1 := I, . . . , B

(2,n)
j(2,n−1)+2lnpn−1 := I,

B
(2,n)
j(2,n−1)+2lnpn

:= I, B
(2,n)
j(2,n−1)+2lnpn+1 := I, . . . , B

(2,n)
j(2,n−1)+2lnpn+pn−1 := I,

B
(2,n)
j(2,n−1)+2lnpn+pn

:= I, B
(2,n)
j(2,n−1)+2lnpn+pn+1 := I, . . . , B

(2,n)
j(2,n−1)+2(ln+1)pn−1 := I,

...

B
(2,n)
j(2,n−1)+rn−r1−1 := I, . . . , B

(2,n)
j(2,n−1)(rn−r1)−1 := I.

We continue in the n-th step. We define

B̃
(n−1,n)
k := B̃n−1

k ·B(1,n)
k ·B(2,n)

k · · ·B(n−1,n)
k , k ∈ Z.

We consider the solution {x(n−1,n)
k }k∈Z of

xk+1 = B̃
(n−1,n)
k · xk, k ∈ Z, x0 = u.

Again, we have to assume that {x(n−1,n)
k } is almost periodic. Let j(n,n−1) ∈ 2n−1pnN satisfy∥∥∥x(n−1,n)

0 − x(n−1,n)
j(n,n−1)

∥∥∥ =
∥∥∥u− x(n−1,n)

j(n,n−1)

∥∥∥ < ϑn
2

(4.72)

and
j(n,n−1) ≥ j(n−1,n−1)(rn − rn−2). (4.73)

We define a periodic sequence {B(n,n)
k }k∈Z with period j(n,n−1)(rn − rn−1). If∥∥∥x(n−1,n)

j(n,n−1)
− x(n−1,n)

j(n,n−1)+rn−rn−1

∥∥∥ ≥ ϑn
2
, (4.74)

we put B
(n,n)
k := I, k ∈ Z. If inequality (4.74) is not valid, we put

B
(n,n)
0 := I, B

(n,n)
1 := I, . . . , B

(n,n)
j(n,n−1)−1 := I,

B
(n,n)
j(n,n−1)

:= I, B
(n,n)
j(n,n−1)+1 := I, . . . , B

(n,n)

j(n,n−1)+2n−2pn−1 := I,

B
(n,n)

j(n,n−1)+2n−2pn
:= Mn

1 , B
(n,n)

j(n,n−1)+2n−2pn+1 := I, . . . , B
(n,n)

j(n,n−1)+2n−1pn−1 := I,

B
(n,n)

j(n,n−1)+2n−1pn
:= I, B

(n,n)

j(n,n−1)+2n−1pn+1 := I, . . . , B
(n,n)

j(n,n−1)+2n−1pn+2n−2pn−1 := I,

B
(n,n)

j(n,n−1)+2n−1pn+2n−2pn
:= Mn

2 , B
(n,n)

j(n,n−1)+2n−1pn+2n−2pn+1 := I, . . . , B
(n,n)
j(n,n−1)+2npn−1 := I,

...



4.4 Systems with non-almost periodic solutions 110

B
(n,n)

j(n,n−1)+(ln−1)2n−1pn
:= I, B

(n,n)

j(n,n−1)+(ln−1)2n−1pn+1 := I,

. . . , B
(n,n)

j(n,n−1)+(ln−1)2n−1pn+2n−2pn−1 := I,

B
(n,n)

j(n,n−1)+(ln−1)2n−1pn+2n−2pn
:= Mn

ln , B
(n,n)

j(n,n−1)+(ln−1)2n−1pn+2n−2pn+1 := I,

. . . , B
(n,n)

j(n,n−1)+ln2n−1pn−1 := I,

B
(n,n)

j(n,n−1)+ln2n−1pn
:= I, B

(n,n)

j(n,n−1)+ln2n−1pn+1 := I,

. . . , B
(n,n)

j(n,n−1)+ln2n−1pn+2n−2pn−1 := I,

B
(n,n)

j(n,n−1)+ln2n−1pn+2n−2pn
:= I, B

(n,n)

j(n,n−1)+ln2n−1pn+2n−2pn+1 := I,

. . . , B
(n,n)

j(n,n−1)+(ln+1)2n−1pn−1 := I,

...

B
(n,n)
j(n,n−1)+rn−rn−1−1 := I, . . . , B

(n,n)
j(n,n−1)(rn−rn−1)−1 := I,

where (see (4.49))

rn − rn−1 = rn−1

[
2n−1ln − 1

]
≥ pn−12n

[
2n−1ln − 1

]
= 2pn

[
2n−1ln − 1

]
> ln2n−1pn.

Finally, in the n-th step, we define

Bn
k := B

(1,n)
k ·B(2,n)

k · · ·B(n,n)
k , k ∈ Z, (4.75)

and
B̃n
k := Ak ·B1

k ·B2
k · · ·Bn

k , k ∈ Z.

Then, we consider the solution {xnk}k∈Z of

xk+1 = B̃n
k · xk, k ∈ Z, x0 = u.

Applying Lemma 4.29 for Bn+j
k = I, k ∈ Z, j ∈ N, it suffices to consider the case, when

{xnk} is almost periodic, and to continue in the construction.
All sequence {Bn

k }k∈Z is periodic as the product of n periodic sequences. Let qn be a
period of {Bn

k }, n ∈ N. In the construction, we can obtain matrices different from I only
for

B1
2l+1, B

(1,2)
4l+2, B

(2,2)
8l+4, . . . , B

(1,n)

lpn+ pn
2
, B

(2,n)
2lpn+pn

, . . . , B
(n,n)

2n−1lpn+2n−2pn
, . . . , (4.76)

where l ∈ Z. Considering (4.65) and (4.75) (see also (4.62)), the structure of the indices of
matrices in (4.76) gives (4.29). It is seen that (4.27) and (4.30) follow from (4.46) and from
the construction. Analogously, (4.28) follows from (4.47). Thus, applying Lemma 4.29 for
the sequence of

Bk := Ak ·B1
k ·B2

k · · ·Bn
k · · · , k ∈ Z,
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we have that {Bk} ∈ Oσε ({Ak}) ∩ LP(X ).
To complete the proof, it suffices to show that the solution {xk}k∈Z of the problem

xk+1 = Bk · xk, k ∈ Z, x0 = u

is not almost periodic. On contrary, let us suppose that {xk} is almost periodic. We use
Theorem 1.3 for h1 = 0, hn+1 = rn, n ∈ N (see (4.66)). We know that, for any ξ > 0, there
exist infinitely many i, j ∈ N satisfying∥∥xk+li − xk+lj

∥∥ < ξ, k ∈ Z. (4.77)

From the construction (consider (4.57), (4.60), . . . , (4.67), (4.70), . . . , (4.73)), we obtain

Bn+j
k = I, k ∈ {0, 1, . . . , qn − 1}, n, j ∈ N. (4.78)

Hence, we get∥∥xj(1,0) − xj(1,0)+r1

∥∥ =
∥∥Bj(1,0)−1 · · ·B1 ·B0 · u−Bj(1,0)+r1−1 · · ·B1 ·B0 · u

∥∥
=
∥∥B1

j(1,0)−1 · · ·B1
1 ·B1

0 · Aj(1,0)−1 · · ·A1 · A0 · u
−B1

j(1,0)+r1−1 · · ·B1
1 ·B1

0 · Aj(1,0)+r1−1 · · ·A1 · A0 · u
∥∥

=
∥∥B1

j(1,0)−1 · · ·B1
1 ·B1

0 · x0
j(1,0) −B1

j(1,0)+r1−1 · · ·B1
1 ·B1

0 · x0
j(1,0)+r1

∥∥ ,
i.e., ∥∥xj(1,0) − xj(1,0)+r1

∥∥
=
∥∥B1

j(1,0)−1 · · ·B1
1 ·B1

0 · x0
j(1,0) −B1

j(1,0)+r1−1 · · ·B1
1 ·B1

0 · x0
j(1,0)+r1

∥∥ . (4.79)

If (4.54) is valid, then we can rewrite (4.79) into∥∥xj(1,0) − xj(1,0)+r1

∥∥ =
∥∥ I · · · I · I · x0

j(1,0) − I · · · I · I · x0
j(1,0)+r1

∥∥ ≥ ϑ1

2
.

If (4.55) is true, then we have∥∥xj(1,0) − xj(1,0)+r1

∥∥ =
∥∥ I · · · I · I · x0

j(1,0) −M1
l1
· · ·M1

2 ·M1
1 · x0

j(1,0)+r1

∥∥ > ζ

2
≥ ϑ1

2
,

which follows from (4.48), (4.51), (4.52), and from (see (4.53), (4.55))∥∥u− x0
j(1,0)+r1

∥∥ ≤ ∥∥u− x0
j(1,0)

∥∥+
∥∥x0

j(1,0) − x0
j(1,0)+r1

∥∥ < ϑ1

2
+
ϑ1

2
= ϑ1.

In the both cases, we get ∥∥xj(1,0) − xj(1,0)+r1

∥∥ ≥ ϑ1

2
. (4.80)
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Considering (4.78) and the construction, we can express∥∥xj(1,1) − xj(1,1)+r2

∥∥ =
∥∥Bj(1,1)−1 · · ·B1 ·B0 · u−Bj(1,1)+r2−1 · · ·B1 ·B0 · u

∥∥
=

∥∥∥∥B(1,2)
j(1,1)−1 · · ·B

(1,2)
1 ·B(1,2)

0 · B̃1
j(1,1)−1 · · · B̃1

1 · B̃1
0 · u

−B(1,2)
j(1,1)+r2−1 · · ·B

(1,2)
1 ·B(1,2)

0 · B̃1
j(1,1)+r2−1 · · · B̃1

1 · B̃1
0 · u

∥∥∥∥
=

∥∥∥∥B(1,2)
j(1,1)−1 · · ·B

(1,2)
1 ·B(1,2)

0 · x1
j(1,1)

−B(1,2)
j(1,1)+r2−1 · · ·B

(1,2)
1 ·B(1,2)

0 · x1
j(1,1)+r2

∥∥∥∥,
i.e.,∥∥xj(1,1) − xj(1,1)+r2

∥∥
=
∥∥∥B(1,2)

j(1,1)−1 · · ·B
(1,2)
1 ·B(1,2)

0 · x1
j(1,1) −B

(1,2)
j(1,1)+r2−1 · · ·B

(1,2)
1 ·B(1,2)

0 · x1
j(1,1)+r2

∥∥∥ . (4.81)

If (4.58) is valid, then (4.81) takes the form∥∥xj(1,1) − xj(1,1)+r2

∥∥ =
∥∥ I · · · I · I · x1

j(1,1) − I · · · I · I · x1
j(1,1)+r2

∥∥ ≥ ϑ2

2
. (4.82)

If (4.58) is not valid, then we have∥∥xj(1,1) − xj(1,1)+r2

∥∥
=
∥∥ I · · · I · I · x1

j(1,1) −M2
l2
· · ·M2

2 ·M2
1 · x1

j(1,1)+r2

∥∥ > ζ

2
≥ ϑ2

2
.

(4.83)

Indeed, it suffices to consider (4.48), (4.51), (4.52), and the inequality (see also (4.56))∥∥u− x1
j(1,1)+r2

∥∥ ≤ ∥∥u− x1
j(1,1)

∥∥+
∥∥x1

j(1,1) − x1
j(1,1)+r2

∥∥ < ϑ2

2
+
ϑ2

2
= ϑ2.

Again, one can express∥∥xj(2,1) − xj(2,1)+r2−r1
∥∥ =

∥∥Bj(2,1)−1 · · ·B1 ·B0 · u−Bj(2,1)+r2−r1−1 · · ·B1 ·B0 · u
∥∥

=

∥∥∥∥B(2,2)
j(2,1)−1 · · ·B

(2,2)
1 ·B(2,2)

0 · B̃(1,2)
j(2,1)−1 · · · B̃

(1,2)
1 · B̃(1,2)

0 · u

−B(2,2)
j(2,1)+r2−r1−1 · · ·B

(2,2)
0 · B̃(1,2)

j(2,1)+r2−r1−1 · · · B̃
(1,2)
0 · u

∥∥∥∥
=

∥∥∥∥B(2,2)
j(2,1)−1 · · ·B

(2,2)
1 ·B(2,2)

0 · x(1,2)
j(2,1)

−B(2,2)
j(2,1)+r2−r1−1 · · ·B

(2,2)
1 ·B(2,2)

0 · x(1,2)
j(2,1)+r2−r1

∥∥∥∥,
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i.e.,∥∥xj(2,1) − xj(2,1)+r2−r1
∥∥ =

∥∥∥∥B(2,2)
j(2,1)−1 · · ·B

(2,2)
1 ·B(2,2)

0 · x(1,2)
j(2,1)

−B(2,2)
j(2,1)+r2−r1−1 · · ·B

(2,2)
1 ·B(2,2)

0 · x(1,2)
j(2,1)+r2−r1

∥∥∥∥. (4.84)

If (4.61) is valid, then (4.84) gives∥∥xj(2,1) − xj(2,1)+r2−r1
∥∥ =

∥∥∥ I · · · I · I · x(1,2)
j(2,1) − I · · · I · I · x

(1,2)
j(2,1)+r2−r1

∥∥∥ ≥ ϑ2

2
. (4.85)

If (4.61) is not valid, then (4.84) gives∥∥xj(2,1) − xj(2,1)+r2−r1
∥∥

=
∥∥∥ I · · · I · I · x(1,2)

j(2,1) −M
2
l2
· · ·M2

2 ·M2
1 · x

(1,2)
j(2,1)+r2−r1

∥∥∥ > ζ

2
≥ ϑ2

2
,

(4.86)

where (4.48), (4.51), (4.52), (4.59), and (4.61) are used.
Finally (see (4.82), (4.83), (4.85), and (4.86)), from the second step of the construction,

we have ∥∥xj(1,1) − xj(1,1)+r2

∥∥ ≥ ϑ2

2
,
∥∥xj(2,1) − xj(2,1)+r2−r1

∥∥ ≥ ϑ2

2
. (4.87)

Analogously as (4.80) and (4.87) (consider again (4.48), (4.51), (4.52) and the construc-
tion with (4.64), (4.68), (4.69), (4.71), . . . , (4.72), (4.74)), one can obtain∥∥∥xj(1,n−1)

− xj(1,n−1)+rn

∥∥∥ ≥ ϑn
2
,

∥∥∥xj(2,n−1)
− xj(2,n−1)+rn−r1

∥∥∥ ≥ ϑn
2
,

...∥∥∥xj(n,n−1)
− xj(n,n−1)+rn−rn−1

∥∥∥ ≥ ϑn
2

for all n ∈ N.
Considering Lemma 4.30, we can assume that (see (4.50) and (4.51))

sup
j∈N

Kj <∞, i.e., ϑ := inf
j∈N

ϑj > 0. (4.88)

Thus, for all n ∈ N, we obtain∥∥∥xj(1,n−1)
− xj(1,n−1)+rn

∥∥∥ ≥ ϑ

2
,

∥∥∥xj(2,n−1)
− xj(2,n−1)+rn−r1

∥∥∥ ≥ ϑ

2
,

...
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∥∥∥xj(n,n−1)
− xj(n,n−1)+rn−rn−1

∥∥∥ ≥ ϑ

2
.

Especially, for all i 6= j, i, j ∈ N, there exists l ∈ Z such that∥∥xl+li − xl+lj ∥∥ ≥ ϑ

2
.

This contradiction (consider (4.77) for 2ξ ≤ ϑ) proves that {xk} is not almost periodic.

Remark 4.32. It is easy to see that the statement of Theorem 4.31 does not change if
one replaces system {Ak} ∈ LP(X ) by a periodic one. Indeed, it follows directly from
Definition 1.17. 4

Remark 4.33. To illustrate Theorem 4.31, let us consider an arbitrary periodic system
{Mk} in the complex case (i.e., for F = C with the usual absolute value). It means that
we have a system

xk+1 = Mk · xk, k ∈ Z, where Mk = Mk+p, k ∈ Z,

for a positive integer p and arbitrarily given non-singular complex matrices M0, . . . ,Mp−1.
We know that a solution of {Mk} is almost periodic if and only if it is bounded (see
Corollary 2.22). The fundamental matrix Φ(k, 0) of {Mk} satisfying Φ(0, 0) = I is given
by

Φ(lp+ i, 0) = Mi−1 · · ·M1 ·M0 · (Mp−1 · · ·M1 ·M0)l , l ∈ N ∪ {0}, i ∈ {1, . . . , p}.

Thus, to describe the structure of almost periodic solutions, it suffices to consider the
multiples (Mp−1 · · ·M1 ·M0)l and, in fact, the constant system

xk+1 = Mp−1 · · ·M1 ·M0 · xk, k ∈ Z.

For any constant system given by a non-singular complex matrix M , one can easily find
a commutative matrix group X containing M and having property P with respect to a
vector (e.g., one can consider the group generated by matrices cM for all complex numbers
c = sin l + i cos l, l ∈ Z). Applying Theorem 4.31, we know that, in any neighbourhood of
the considered system, there exists a limit periodic system whose coefficient matrices are
from the group and whose fundamental matrix is not almost periodic. In addition, such a
limit periodic system can be found for any commutative group X which contains M and
which has property P with respect to at least one vector. 4

Remark 4.34. We repeat that the basic motivation comes from the previous section, where
non-asymptotically almost periodic solutions of limit periodic systems are considered. Of
course, systems with coefficient matrices from bounded groups are analysed in Section 4.3.
For general groups, it is not possible to prove the main results of Section 4.3. It suffices
to consider the constant system given by matrix I/2 in the complex case. Any solution
{xk}k∈Z of this system has the property that

||xl+1 || =
||xl ||

2
, l ∈ N.
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Thus, there exists a neighbourhood of the system such that, for any solution {yk}k∈Z of an
almost periodic system from the neighbourhood, we obtain limk→∞ || yk || = 0, which gives
the asymptotic almost periodicity of {yk} (see Remark 1.16).

At the same time, in Section 4.3, there is required that the studied matrix group
has property P . Since the group X has property P only with respect to one vector in
the statement of Theorem 4.31, we can apply this theorem for groups of matrices in the
following form 

X 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

 ,

where X is taken from a commutative matrix group having property P with respect to a
concrete vector. In this sense, Theorem 4.31 generalizes Theorem 4.16 as well. 4

The construction from the proof of Theorem 4.31 can be applied for the Cauchy (initial)
problem. Especially, we immediately obtain the following result.

Theorem 4.35. Let a non-zero vector u ∈ Fm be given. Let X have the property that there
exist ζ > 0 and K > 0 such that, for all δ > 0, one can find matrices M1, . . . ,Ml ∈ X
satisfying

Mi ∈ O%δ (I), i ∈ {1, . . . , l}, ‖Ml · · ·M1 · u− u ‖ > ζ, ‖Ml · · ·M1 ‖ < K. (4.89)

For any {Ak} ∈ LP(X ) and ε > 0, there exists a system {Bk} ∈ Oσε ({Ak}) ∩ LP(X ) for
which the solution of

xk+1 = Bk · xk, k ∈ Z, x0 = u

is not almost periodic.

Proof. The theorem follows from the proof of Theorem 4.31, where (4.88) is satisfied (i.e.,
the case, which is covered by Lemma 4.30, does not happen).

Remark 4.36. We point out that, in a certain sense, Theorem 4.35 has been improved
in [41]. 4

Similarly to Theorem 4.23 which is the almost periodic version of Theorem 4.16, we
formulate the below given Theorem 4.39 as the almost periodic version of Theorem 4.31.
We need the next two lemmas.

Lemma 4.37. Let {Ak} ∈ AP(X ) and ε > 0 be arbitrarily given. Let {δn}n∈N ⊂ R be a
decreasing sequence satisfying (4.27) and let {Bn

k }k∈Z ⊂ X be periodic sequences for n ∈ N
such that (4.28) and (4.29) are valid. Then, {Bk} ∈ AP(X ) if

Bk := Ak ·B1
k ·B2

k · · ·Bn
k · · · , k ∈ Z.

In addition, {Bk} ∈ Oσε ({Ak}) if (4.30) is fulfilled.
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Proof. The lemma can be proved analogously as Lemma 4.29. In the proof of Lemma 4.29,
it suffices to put Cn

k = Ak for all k ∈ Z, n ∈ N, to use Theorem 1.7, and to consider the
almost periodicity of {Cn

k ·B1
k ·B2

k · · ·Bn
k }k∈Z ⊂ X which follows from Theorems 1.3, 1.14,

and 1.22 and from Lemma 4.11.

Using the same way which is applied in the proof of Lemma 4.30, we can prove its
almost periodic counterpart. Indeed, we do not use the limit periodicity of {Ak} in the
proof (consider also Lemma 4.37).

Lemma 4.38. If for any δ > 0 and K > 0, there exist matrices M1, . . . ,Ml ∈ X such
that (4.34) is valid, then, for any {Ak} ∈ AP(X ) and ε > 0, there exists a system {Bk} ∈
Oσε ({Ak}) whose fundamental matrix is not almost periodic.

Theorem 4.39. Let X have property P with respect to a vector. For any {Ak} ∈ AP(X )
and ε > 0, there exists a system {Bk} ∈ Oσε ({Ak}) whose fundamental matrix is not almost
periodic.

Proof. The theorem can be proved using the same construction as Theorem 4.31. It suffices
to replace Lemma 4.29 by Lemma 4.37 and Lemma 4.30 by Lemma 4.38.

Analogously, we get the following result as well.

Theorem 4.40. Let a non-zero vector u ∈ Fm be given. Let X have the property that there
exist ζ > 0 and K > 0 such that, for all δ > 0, one can find matrices M1, . . . ,Ml ∈ X sa-
tisfying (4.89). For any {Ak} ∈ AP(X ) and ε > 0, there exists a system {Bk} ∈ Oσε ({Ak})
for which the solution of

xk+1 = Bk · xk, k ∈ Z, x0 = u

is not almost periodic.

Remark 4.41. We add that Theorems 4.39 and 4.40 do not follow from Theorems 4.31
and 4.35. Consider Theorem 1.21. 4

At the end, we remark that all main results presented in this chapter remain true if
one replaces k ∈ Z by k ∈ N; and we repeat that the main results of Chapter 2 are not
covered by results about almost periodic systems presented in this chapter.



Chapter 5

Almost periodic and limit periodic
functions in pseudometric spaces

This chapter is analogous to Chapter 1, where almost periodic and limit periodic se-
quences are considered. Here we consider almost periodic and limit periodic functions.
Our aim is to mention basic properties of considered functions and to show a way one can
generate functions with several prescribed properties. Since our process can be used for
generalizations of classical (complex valued) almost periodic (and limit periodic) functions,
we introduce the almost and limit periodicity in pseudometric spaces and we present our
method for functions with values in a pseudometric space X as in Chapter 1.

We point out that we obtain the most important case if X is a Banach space, and
that the theory of almost periodic functions of the real variable with values in a Banach
space, given by S. Bochner in [22], is in its essential lines similar to the theory of classical
almost periodic functions which is due to H. Bohr in [27, 28]. We introduce almost periodic
and limit periodic functions in pseudometric spaces using a trivial extension of the Bohr
concept, where the modulus is replaced by the distance. In the classical case, we refer to
the monographs [18, 72, 128]; for functions with values in Banach spaces, to [7, 46, 117];
for other extensions, to [9, 12, 19, 20, 31, 77, 84, 99, 181]; for modifications, to [46, 85] and
references cited therein; for applications, to [32, 47, 160, 164].

Necessary and sufficient conditions for a continuous function with values in a Banach
space to be almost periodic may be no longer valid for continuous functions in general
metric spaces. For the approximation condition, it is seen that the completeness of the
space of values is necessary and H. Tornehave (in [177]) also required the local connection by
arcs of the space of values. In the Bochner condition, it suffices to replace the convergence
by the Cauchy condition. Since we need the Bochner concept as well, we recall that the
Bochner condition means that any sequence of translates of a given continuous function
has a subsequence which converges uniformly on the domain of the function. The fact,
that this condition is equivalent with the Bohr definition of almost periodicity in Banach
spaces, was proved by S. Bochner in [22].

We begin with the used notation in Section 5.1. The above mentioned Bohr definition
and Bochner condition are formulated in Section 5.2 (with some basic properties of con-
sidered functions). In Section 5.2, processes from [46] are generalized. Analogously, the

117
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theory of almost periodic functions of real variable with fuzzy real numbers as values is
developed in [13] (see also [157]). In Section 5.3, we mention the way one can construct
almost periodic functions with prescribed properties in a pseudometric space. We present
it in Theorems 5.20, 5.22, and 5.24 below. Note that it is possible to obtain many mo-
difications and generalizations of our method. A special construction of almost periodic
functions with given properties is published (and applied) in [101] as well.

5.1 Preliminaries

Let X be an arbitrary pseudometric space with a pseudometric %. SymbolOε(x) denotes
the ε-neighbourhood of x in X for arbitrary ε > 0, x ∈ X . The set of all non-negative real
numbers is denoted by R+

0 .

5.2 Generalizations of pure periodicity

As in the first chapter, we define the notion of almost and limit periodicity in pseudo-
metric spaces.

5.2.1 Almost periodic functions

At first, we introduce the almost periodicity in X . Observe that we are not able to
distinguish between x ∈ X and y ∈ X if % (x, y) = 0.

Definition 5.1. A continuous function ψ : R → X is almost periodic if for any ε > 0,
there exists a number p (ε) > 0 with the property that any interval of length p (ε) of the
real line contains at least one point s such that

% (ψ(t+ s), ψ(t)) < ε, t ∈ R.

The number s is called an ε-translation number and the set of all ε-translation numbers
of ψ is denoted by T (ψ, ε).

Remark 5.2. It is possible to introduce almost periodic functions defined on various sets.
For almost periodic functions defined on the torus (on the annuloid), see [136, 154]; on
a tube, see [68]; on a circle, see [30]. 4

If X is a Banach space, then a continuous function ψ is almost periodic if and only
if any set of translates of ψ has a subsequence, uniformly convergent on R in the sense
of the norm. See, e.g., [46, Theorem 6.6]. Evidently, this result cannot be longer valid if
the space of values is not complete. Nevertheless, we prove the below given Theorem 5.5,
where the convergence is replaced by the Cauchy condition. Before proving this result, we
mention two simple lemmas. Their proofs are easily obtained by modifying the proofs of
[46, Theorem 6.2] and [46, Theorem 6.5].
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Lemma 5.3. An almost periodic function with values in X is uniformly continuous on the
real line.

Proof. Let an almost periodic function ψ : R → X be given and let p = p (ε/3), where
ε > 0 is arbitrary, be from Definition 5.1. Since ψ is uniformly continuous on the interval
I := [−1, 1 + p], there exists δ = δ(ε) ∈ (0, 1) such that

% (ψ(t1), ψ(t2)) <
ε

3
, t1, t2 ∈ I, | t1 − t2 | < δ.

Let t1, t2 ∈ R satisfying | t1 − t2 | < δ be arbitrary and s = s(t1, δ) ∈ [−t1,−t1 + p] be an
(ε/3)-translation number of ψ. Evidently, t1 + s ∈ I, t2 + s ∈ I. Finally, we have

% (ψ(t1), ψ(t2)) ≤ % (ψ(t1), ψ(t1 + s)) + % (ψ(t1 + s), ψ(t2 + s))

+ % (ψ(t2 + s), ψ(t2)) <
ε

3
+
ε

3
+
ε

3
= ε,

which terminates the proof.

Lemma 5.4. The set of all values of an almost periodic function ψ : R → X is totally
bounded in X .

Proof. Let p = p (ε/2) be from Definition 5.1 for arbitrarily given ε > 0. Obviously, the
set of all values of ψ on [0, p] is a subset of a finite number of neighbourhoods of ra-
dius ε/2. Let us denote by x1, x2, . . . , xq the centres of these neighbourhoods which cover
the set {ψ(t); t ∈ [0, p]}. For an arbitrary t ∈ R, we take an (ε/2)-translation number
s = s(t) ∈ [−t,−t+ p] of ψ. Thus, t + s ∈ [0, p]. Let x(t) ∈ {x1, x2, . . . , xq} be the centre
of the neighbourhood of radius ε/2 which contains ψ(t+ s). We obtain

% (x(t), ψ(t)) ≤ % (x(t), ψ(t+ s)) + % (ψ(t+ s), ψ(t)) <
ε

2
+
ε

2
= ε.

It shows that, for any ε > 0, the set of all values of ψ is covered by a finite number of
neighbourhoods of radius ε.

Theorem 5.5. Let ψ : R→ X be a continuous function. Then, ψ is almost periodic if and
only if, from any sequence of the form {ψ(t+ sn)}n∈N, where sn are real numbers, one can
extract a subsequence {ψ (t+ rn)}n∈N satisfying the Cauchy uniform convergence condition
on R, i.e., for any ε > 0, there exists l(ε) ∈ N with the property that

% (ψ(t+ ri), ψ(t+ rj)) < ε, t ∈ R,

for all i, j > l(ε), i, j ∈ N.

Proof. We prove the sufficiency of the condition using a simple extension of the argument
used in the proof of [46, Theorem 1.10]. Suppose, on contrary, that ψ is not almost periodic.
Then, there exists a number ε > 0 such that, for any p ∈ N, one can find an interval of
length p which does not contain any ε-translation number of ψ. Consider an arbitrary
number l1 ∈ N and an interval (a1, b1) ⊆ R of the length greater than 2(l1 + 1) which
contains no ε-translation number of ψ. We choose l2 ∈ Z such that l2− l1 ∈ (a1, b1). Thus,
l2 − l1 is not an ε-translation number of ψ. Next, there exists an interval (a2, b2) ⊆ R of



5.2 Generalizations of pure periodicity 120

the length greater than 2(l1 + l2 + 1) such that there exists no ε-translation number of ψ in
(a2, b2). We can also find l3 ∈ Z for which l3− l1, l3− l2 ∈ (a2, b2) and, hence, l3− l1, l3− l2
cannot be ε-translation numbers of ψ.

Proceeding in a similar way, we get a sequence {ln}n∈N satisfying that none of the num-
bers ln1 − ln2 , where n1 6= n2 (n1, n2 ∈ N), is an ε-translation number of ψ. Therefore, we
obtain

% (ψ(t+ ln1 − ln2), ψ(t)) ≥ ε

for all n1 6= n2 (n1, n2 ∈ N) and at least one t ∈ R. This contradiction proves that ψ is
almost periodic.

To prove the converse implication, we assume that ψ is an almost periodic function.
We apply the well-known method of the diagonal extraction and modify the proof of [46,
Theorem 6.6].

Let {tn; n ∈ N} be a dense subset of R and {sn}n∈N ⊂ R be an arbitrarily given
sequence. From the sequence {ψ(t1 + sn)}n∈N, using Lemma 5.4, we choose a subsequence
{ψ(t1 + r1

n)}n∈N such that, for any ε > 0, there exists l1(ε) ∈ N with the property that

%
(
ψ
(
t1 + r1

i ), ψ(t1 + r1
j

))
< ε, i, j > l1(ε), i, j ∈ N.

Such a subsequence exists, because infinitely many values ψ(t1 + sn) is in a neighbourhood
of radius 2−i for all i ∈ N (consider the method of the diagonal extraction). Analogously,
from the sequence {ψ(t2 + r1

n)}n∈N, we get {ψ(t2 + r2
n)}n∈N such that, for any ε > 0, there

exists l2(ε) ∈ N for which

%
(
ψ(t2 + r2

i ), ψ(t2 + r2
j )
)
< ε, i, j > l2(ε), i, j ∈ N.

We proceed further in the same way. We obtain {rkn} ⊆ · · · ⊆ {r1
n}, k ∈ N.

Let ε > 0 be arbitrarily given, p = p (ε/5) be from Definition 5.1, δ = δ (ε/5) correspond
to ε/5 from the definition of the uniform continuity of ψ (see Lemma 5.3) and let a finite
set {t1, . . . , tj} ⊂ {tn; n ∈ N} satisfy

min
i∈{1,...,j}

| ti − t | < δ, t ∈ [0, p].

Obviously, there exists l ∈ N such that, for all integers n1, n2 > l, it holds

%
(
ψ(ti + rn1

n1
), ψ(ti + rn2

n2
)
)
<
ε

5
, i ∈ {1, . . . , j}.

Let t ∈ R be given, s = s(t) ∈ [−t,−t + p] be an (ε/5)-translation number of ψ, and
ti = ti(s) ∈ {t1, . . . , tj} be such that | t+ s− ti | < δ. Finally, we have

%
(
ψ(t+ rn1

n1
), ψ(t+ rn2

n2
)
)
≤ %

(
ψ(t+ rn1

n1
), ψ(t+ rn1

n1
+ s)

)
+ %

(
ψ(t+ rn1

n1
+ s), ψ(ti + rn1

n1
)
)

+ %
(
ψ(ti + rn1

n1
), ψ(ti + rn2

n2
)
)

+ %
(
ψ(ti + rn2

n2
), ψ(t+ rn2

n2
+ s)

)
+ %

(
ψ(t+ rn2

n2
+ s), ψ(t+ rn2

n2
)
)
.

Thus, we obtain

%
(
ψ(t+ rn1

n1
), ψ(t+ rn2

n2
)
)
<
ε

5
+
ε

5
+
ε

5
+
ε

5
+
ε

5
= ε (5.1)

for all t ∈ R, n1, n2 > l, n1, n2 ∈ N. Evidently, (5.1) completes the proof of the theorem if
we put rn := rnn, n ∈ N.
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Remark 5.6. Using a combination of the methods used in the proofs of Theorems 1.3
and 5.5, it is possible to prove that, for a continuous function f : G→ X with G an abelian
topological group and X a complete metric space, the definitions of almost periodicity in
the sense of Bohr and Bochner are equivalent. For other generalizations, see [14]; for
other equivalent definitions (e.g., the von Neumann and the Maak definition) of almost
periodicity, see [117, 128]. We add that, for the first time, almost periodic functions on
groups with values in Banach spaces were studied by S. Bochner and J. von Neumann
in [24, 25].

In the recent years, many researchers study the concept of almost periodicity on time
scales and analyse solutions of almost periodic (linear) dynamic equations. We refer at
least to papers [86, 119, 120, 121, 127, 180, 185]. 4

Analogously as for complex valued almost periodic functions or almost periodic se-
quences in Chapter 1, one can prove many properties of almost periodic functions with
values in pseudometric spaces.

Theorem 5.7. Let X1,X2 be pseudometric spaces and Φ : X1 → X2 be a uniformly con-
tinuous map. If ψ : R→ X1 is almost periodic, then Φ ◦ ψ is almost periodic as well.

Proof. We can proceed similarly as in the proof of Theorem 1.6. If δ(ε) > 0 is the number
corresponding to arbitrary ε > 0 from the definition of the uniform continuity of Φ, then
it is valid

T (ψ, δ(ε)) ⊆ T (Φ ◦ ψ, ε)

which proves the theorem.

Theorem 5.8. The limit of a uniformly convergent sequence of almost periodic functions
is almost periodic.

Proof. It is possible to prove the theorem using the process from the proof of [46, Theo-
rem 6.4].

Directly from Theorem 5.5, we obtain the following corollaries.

Corollary 5.9. Let X be a Banach space. The sum of two almost periodic functions with
values in X is an almost periodic function.

Corollary 5.10. If X1, . . . , Xn are pseudometric spaces and ψ1, . . . , ψn are arbitrary almost
periodic functions with values in X1, . . . ,Xn, respectively, then the function ψ, with values
in X1 × · · · × Xn given by ψ := (ψ1, . . . , ψn), is almost periodic.

We add that one can use Corollary 5.10 to obtain simple modifications of the below
presented method of constructions of almost periodic functions. Moreover, from Corol-
lary 5.10, we get:

Corollary 5.11. The set

T (ψ1, ε) ∩ T (ψ2, ε) ∩ · · · ∩ T (ψn, ε)

is relatively dense in R for arbitrary almost periodic functions ψ1, ψ2, . . . , ψn and any ε > 0.
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Remark 5.12. For the first time, Corollary 5.11 was proved for almost periodic functions
with values in an arbitrary metric space in [153]. 4

To conclude this subsection, we establish theorems which show how almost periodic
functions can be characterized by almost periodic sequences.

Theorem 5.13. A uniformly continuous function ψ : R → X is almost periodic if and
only if there exists a sequence of positive numbers rn, n ∈ N, satisfying rn → 0 as n→∞,
such that the sequence {ψ(rnk)}k∈Z is almost periodic for all n ∈ N.

Proof. One can prove the theorem using a corresponding extension of the proof of [46,
Theorem 1.29].

Theorem 5.14. Let X be a Banach space. A necessary and sufficient condition for a se-
quence {ϕk}k∈Z ⊆ X to be almost periodic is the existence of an almost periodic function
ψ : R→ X for which ψ(k) = ϕk, k ∈ Z.

Proof. The sufficiency of the condition follows directly from Theorems 1.3 and 5.5. Con-
versely, assume that an almost periodic sequence {ϕk}k∈Z is given. We define

ψ(t) := ϕk + (t− k)(ϕk+1 − ϕk), k ≤ t < k + 1, k ∈ Z. (5.2)

Evidently, ψ : R → X is continuous and ψ(k) = ϕk, k ∈ Z. The almost periodicity of ψ
follows from

T
(
{ϕk} ,

ε

3

)
⊆ T (ψ, ε)

which can be proved using (5.2).

Remark 5.15. Many known theorems show how almost periodic functions can be characte-
rized by almost periodic sequences. Such theorems are used to study almost periodic
solutions of differential equations as well. General examples of differential equations, for
which a solution x(t) defined for t ∈ R is almost periodic if and only if {x(k)}k∈Z is an
almost periodic sequence, are mentioned in [4, 133, 144]. 4

5.2.2 Limit periodic functions

Now we briefly recall the concept of limit periodicity for continuous functions with
ranges in X .

Definition 5.16. A function f : R → X is called limit periodic if f(x) = limn→∞ fn(x)
uniformly for x ∈ R, where all fn : R→ X are periodic continuous functions.

Remark 5.17. As in the discrete case (cf. Remark 1.18), the periods of functions fn in
Definition 5.16 do not need to be the same for considered n. 4
Theorem 5.18. Any limit periodic function is almost periodic.

Proof. It suffices to consider Theorem 5.8 and the above definitions.

Theorem 5.19. There exist almost periodic functions f : R→ C (with respect to the usual
metric) which are not limit periodic.

Proof. The theorem follows from the characterization of limit periodic functions using the
Fourier expansion, which can be found in [18] (see also [47, p. 129]).
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5.3 Constructions of almost periodic functions

Now we present the way one can generate almost periodic functions with given pro-
perties.

Theorem 5.20. For arbitrary a > 0, any continuous function ψ : R→ X such that

ψ(t) ∈ Oa (ψ(t− 1)) , t ∈ (1, 2],

ψ(t) ∈ Oa (ψ(t+ 2)) , t ∈ (−2, 0],

ψ(t) ∈ Oa/2 (ψ(t− 4)) , t ∈ (2, 6],

ψ(t) ∈ Oa/2 (ψ(t+ 8)) , t ∈ (−10,−2],

ψ(t) ∈ Oa/4
(
ψ(t− 24)

)
, t ∈ (2 + 22, 2 + 22 + 24],

ψ(t) ∈ Oa/4
(
ψ(t+ 25)

)
, t ∈ (−25 − 23 − 2,−23 − 2],

...

ψ(t) ∈ Oa 2−n

(
ψ(t− 22n)

)
, t ∈ (2 + 22 + · · ·+ 22n−2, 2 + 22 + · · ·+ 22n−2 + 22n],

ψ(t) ∈ Oa 2−n

(
ψ(t+ 22n+1)

)
, t ∈ (−22n+1 − · · · − 23 − 2,−22n−1 − · · · − 23 − 2],

...

is almost periodic.

Proof. Let ε > 0 be arbitrary and k = k(ε) ∈ N be such that 2k > 8a/ε. It suffices to
prove that l 22k is an ε-translation number of ψ for any integer l.

First we define

ϕ(t) := ψ(t), t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2].

We see that

ψ(t) ∈ Oε/8
(
ϕ(t− 22k)

)
, t ∈ [2 + 22 + · · ·+ 22k−2, 2 + 22 + · · ·+ 22k],

ψ(t) ∈ Oε/8
(
ψ(t+ 22k+1)

)
, t ∈ [−22k+1 − · · · − 23 − 2,−22k−1 − · · · − 23 − 2],

ψ(t) ∈ Oε/16

(
ψ(t− 22k+2)

)
, t ∈ [2 + 22 + · · ·+ 22k, 2 + 22 + · · ·+ 22k+2],

ψ(t) ∈ Oε/16

(
ψ(t+ 22k+3)

)
, t ∈ [−22k+3 − · · · − 23 − 2,−22k+1 − · · · − 23 − 2],

...

In a pseudometric space X , this observation implies

ψ(t+ 22k) ∈ Oε/8 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ(t− 22k+1) ∈ Oε/8 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],
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ψ(t− 22k) ∈ Oε/8+ε/8 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ(t+ 22k+1) ∈ Oε/8+ε/16 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ(t+ 3 22k) ∈ Oε/8+ε/8+ε/16 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ(t+ 22k+2) ∈ Oε/16 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ(t+ 22k + 22k+2) ∈ Oε/8+ε/16 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

...

Since
ε

8
+
ε

8
+

ε

16
+

ε

16
+

ε

32
+

ε

32
+ · · · = ε

2
,

we have

ψ
(
t+ l 22k

)
∈ Oε/2 (ϕ(t)) , t ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2], l ∈ Z. (5.3)

We express any t ∈ R as the sum of numbers p(t) and q(t) for which

p(t) ∈ [−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2]

and q(t) = j22k for some j ∈ Z. Using (5.3), we obtain

%
(
ψ(t), ψ(t+ l 22k)

)
≤ % (ψ(p(t) + q(t)), ϕ(p(t)))

+ %
(
ϕ(p(t)), ψ(p(t) + (j + l) 22k)

)
<
ε

2
+
ε

2
= ε

(5.4)

for any t ∈ R and l ∈ Z which terminates the proof.

Remark 5.21. Note that the range of a function ψ generating by Theorem 5.20 does not
need to be complete (for a general pseudometric space). 4

The process mentioned in the previous theorem is easily modifiable. We illustrate this
fact by the following two theorems.

Theorem 5.22. Let M > 0, x0 ∈ X , and j ∈ N be given. Let ϕ : [0,M ] → X satisfy
ϕ (0) = ϕ (M) = x0. If {rn}n∈N ⊂ R+

0 has the property that

∞∑
n=1

rn <∞, (5.5)

then an arbitrary continuous function ψ : R→ X , ψ|[0,M ] ≡ ϕ for which

ψ (t) = x0, t ∈ {iM, 2 ≤ i ≤ j + 1} ∪ {−i(j + 1)M, 1 ≤ i ≤ j}
∞⋃
n=1

{((j + 1) + · · ·+ j(j + 1)2n−2 + i(j + 1)2n)M ; 1 ≤ i ≤ j}

∞⋃
n=1

{−((j + 1) + · · ·+ j(j + 1)2n−1 + i(j + 1)2n+1)M ; 1 ≤ i ≤ j}

(5.6)
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and, at the same time, for which it is valid

ψ(t) ∈ Or1 (ψ(t−M)) , t ∈ (M, 2M),

...

ψ(t) ∈ Or1 (ψ(t− jM)) , t ∈ (jM, (j + 1)M) ,

ψ(t) ∈ Or2 (ψ(t+ (j + 1)M)) , t ∈ (−(j + 1)M, 0) ,

...

ψ(t) ∈ Or2 (ψ(t+ j(j + 1)M)) , t ∈ (−j(j + 1)M,−(j − 1)(j + 1)M) ,

ψ(t) ∈ Or3
(
ψ(t− (j + 1)2M)

)
, t ∈

(
(j + 1)M, ((j + 1) + (j + 1)2)M

)
,

...

ψ(t) ∈ Or3
(
ψ(t− j(j + 1)2M)

)
,

t ∈
(
((j + 1) + (j − 1)(j + 1)2)M, ((j + 1) + j(j + 1)2)M

)
,

...

ψ(t) ∈ Or2n
(
ψ(t+ (j + 1)2n−1M)

)
,

t ∈
(
− ((j + 1)2n−1 + j(j + 1)2n−3 + · · ·+ j(j + 1)3 + j(j + 1))M,

− (j(j + 1)2n−3 + · · ·+ j(j + 1)3 + j(j + 1))M
)
,

...

ψ(t) ∈ Or2n
(
ψ(t+ j(j + 1)2n−1M)

)
,

t ∈
(
− (j(j + 1)2n−1 + j(j + 1)2n−3 + · · ·+ j(j + 1)3 + j(j + 1))M,

− ((j − 1)(j + 1)2n−1 + j(j + 1)2n−3 + · · ·+ j(j + 1)3 + j(j + 1))M
)
,

ψ(t) ∈ Or2n+1

(
ψ(t− (j + 1)2nM)

)
,

t ∈
(
((j + 1) + j(j + 1)2 + · · ·+ j(j + 1)2n−2)M,

((j + 1) + j(j + 1)2 + · · ·+ j(j + 1)2n−2 + (j + 1)2n)M
)
,

...

ψ(t) ∈ Or2n+1

(
ψ(t− j(j + 1)2nM)

)
,

t ∈
(
((j + 1) + j(j + 1)2 + · · ·+ j(j + 1)2n−2 + (j − 1)(j + 1)2n)M,

((j + 1) + j(j + 1)2 + · · ·+ j(j + 1)2n−2 + j(j + 1)2n)M
)
,

...

is almost periodic.



5.3 Constructions of almost periodic functions 126

Proof. We prove this theorem analogously as Theorem 5.20. Let ε be a positive number
and let an odd integer n(ε) ≥ 2 have the property that (see (5.5))

∞∑
n=n(ε)

rn <
ε

2
. (5.7)

We prove that l(j + 1)n(ε)−1M is an ε-translation number of ψ for all l ∈ Z. Let l ∈ Z and
t ∈ R be arbitrary. If we put

s := l(j + 1)n(ε)−1M, (5.8)

then it suffices to show that the inequality

% (ψ(t), ψ(t+ s)) < ε (5.9)

holds; i.e., this inequality proves the theorem.
We can write t as the sum of numbers t1 and t2, where

t1 ≥ −
(
j(j + 1)n(ε)−2 + · · ·+ j(j + 1)3 + j(j + 1)

)
M,

t1 ≤
(
j + 1 + j(j + 1)2 + · · ·+ j(j + 1)n(ε)−3

)
M

(5.10)

and
t2 = i(j + 1)n(ε)−1M for some i ∈ Z. (5.11)

Now we have (see (5.10) and the proof of Theorem 5.20)

% (ψ(t), ψ(t+ s)) ≤ % (ψ(t1 + t2), ψ(t1)) + % (ψ(t1), ψ(t1 + t2 + s))

<

n(ε)+p−1∑
n=n(ε)

rn +

n(ε)+q−1∑
n=n(ε)

rn.
(5.12)

Indeed, we can express (consider (5.8) and (5.11))

t2 =
(
i1(j + 1)n(ε)−1 + i2(j + 1)n(ε) + · · ·+ ip(j + 1)n(ε)+p−1

)
(m+ 1),

t2 + s =
(
l1(j + 1)n(ε)−1 + l2(j + 1)n(ε) + · · ·+ lq(j + 1)n(ε)+q−1

)
(m+ 1),

where i1, . . . , ip, l1, . . . , lq ⊆ {−j, . . . , 0, . . . , j} satisfy

i1 ≥ 0, i2 ≤ 0, · · · (−1)p ip ≤ 0, l1 ≥ 0, l2 ≤ 0, · · · (−1)q lq ≤ 0.

Evidently, (5.7) and (5.12) give (5.9).

For j = 1, we get the most important case of Theorem 5.22.

Corollary 5.23. Let M > 0 and x0 ∈ X be given and let ϕ : [0,M ]→ X be such that

ϕ(0) = ϕ(M) = x0.

If {εi}i∈N ⊂ R+
0 satisfies

∞∑
i=1

εi <∞, (5.13)



5.3 Constructions of almost periodic functions 127

then any continuous function ψ : R→ X , ψ|[0,M ] ≡ ϕ for which

ψ (t) = x0, t ∈ {2M,−2M} ∪ {(2 + 22 + · · ·+ 22(i−1) + 22i)M ; i ∈ N}
∪ {−(2 + 23 + · · ·+ 22i−1 + 22i+1)M ; i ∈ N}

(5.14)

and, at the same time, for which it is valid

ψ(t) ∈ Oε1 (ψ(t−M)) , t ∈ (M, 2M),

ψ(t) ∈ Oε2 (ψ(t+ 2M)) , t ∈ (−2M, 0),

ψ(t) ∈ Oε3
(
ψ(t− 22M)

)
, t ∈ (2M, (2 + 22)M),

ψ(t) ∈ Oε4
(
ψ(t+ 23M)

)
, t ∈ (−(23 + 2)M,−2M),

ψ(t) ∈ Oε5
(
ψ(t− 24M)

)
, t ∈ ((2 + 22)M, (2 + 22 + 24)M),

...

ψ(t) ∈ Oε2i
(
ψ(t+ 22i−1M)

)
, t ∈ (−(22i−1 + · · ·+ 2)M,−(22i−3 + · · ·+ 2)M),

ψ(t) ∈ Oε2i+1

(
ψ(t− 22iM)

)
, t ∈ ((2 + 22 + · · ·+ 22i−2)M, (2 + 22 + · · ·+ 22i)M),

...

is almost periodic.

Theorem 5.24. Let ϕ : (−r, r] → X , {rn}n∈N ⊂ R+
0 , and {jn}n∈N ⊆ N be arbitrary such

that
∞∑
n=1

rnjn <∞ (5.15)

holds. Let a function ψ : R→ X satisfy ψ|(−r,r] ≡ ϕ and

ψ(t) ∈ Or1 (ϕ(t− 2r)) , t ∈ (r, r + 2r] ,

...

ψ(t) ∈ Or1 (ϕ(t− 2r)) , t ∈ (r + (j1 − 1)2r, r + j12r] ,

ψ(t) ∈ Or1 (ϕ(t+ 2r)) , t ∈ (−2r − r,−r] ,
...

ψ(t) ∈ Or1 (ϕ(t+ 2r)) , t ∈ (−j12r − r,−(j1 − 1)2r − r] ,
...

ψ(t) ∈ Orn (ϕ(t− pn)) , t ∈ (p1 + · · ·+ pn−1, p1 + · · ·+ pn−1 + pn] ,

...

ψ(t) ∈ Orn (ϕ(t− pn)) , t ∈ (p1 + · · ·+ pn−1 + (jn − 1)pn, p1 + · · ·+ pn−1 + jnpn] ,
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ψ(t) ∈ Orn (ϕ(t+ pn)) , t ∈ (−pn − pn−1 − · · · − p1,−pn−1 − · · · − p1] ,

...

ψ(t) ∈ Orn (ϕ(t+ pn)) , t ∈ (−jnpn − pn−1 − · · · − p1,−(jn − 1)pn − pn−1 − · · · − p1] ,

...

where
p1 := r + j12r, p2 := 2(r + j12r),

p3 := (2j2 + 1)p2, . . . pn := (2jn−1 + 1)pn−1, . . .

If ψ is continuous on R, then it is almost periodic.

Proof. It is not difficult to prove Theorem 5.24 analogously as Theorems 5.20 and 5.22.
For given ε > 0, let an integer n(ε) ≥ 2 satisfy

∞∑
n=n(ε)

rn jn <
ε

4
.

One can prove the inclusion
{l pn(ε); l ∈ Z} ⊆ T (ψ, ε) (5.16)

which guarantees the almost periodicity of ψ.

Remark 5.25. From the proofs of Theorems 5.20, 5.22, 5.24 (see (5.4), (5.8) and (5.9),
(5.16)), we get an important property of the set of all ε-translation numbers of the resulting
function ψ. For any ε > 0, there exists non-zero c ∈ R for which

{l c; l ∈ Z} ⊆ T (ψ, ε).

Hence, applying the method from the above theorems, one cannot construct almost periodic
functions without this property. 4



Chapter 6

Solutions of almost periodic
differential systems

In this chapter, we analyse (non-)almost periodic solutions of almost periodic homoge-
neous linear differential systems. Sometimes this field is called the Favard theory which
is based on the Favard contributions in [67] (see also [35, Theorem 1.2], [47, Chapter 5],
[72, Theorem 6.3] or [145, Theorem 1]; for homogeneous case, see [44, 66]). In this con-
text, sufficient conditions for the existence of almost periodic solutions are mentioned in
[42, 54, 97] (for generalizations, see [48, 49, 69, 90, 95, 98, 105, 116, 118, 135, 159, 161];
for other extensions and supplements of the Favard theory, e.g., see [2, 34, 36, 37, 52, 53,
55, 96, 122, 166, 167]). Certain sufficient conditions, under which homogeneous systems
that have non-trivial bounded solutions have also non-trivial almost periodic solutions, are
given in [146].

It is a corollary of the Favard (and the Floquet) theory that any bounded solution of an
almost periodic linear differential system is almost periodic if the matrix valued function,
which determines the system, is periodic (see [72, Corollary 6.5]; for a generalization in
the homogeneous case, see [89]). This result is no longer valid for systems with almost
periodic coefficients. There exist systems for which all solutions are bounded, but none
of them is almost periodic (see [102, 103, 145, 155]). Homogeneous systems have the zero
solution which is almost periodic, but do not need to have other almost periodic solutions.
Note that the existence of a homogeneous system, which has bounded solutions (separated
from zero) and, at the same time, all systems from some neighbourhood of it do not have
non-trivial almost periodic solutions, is proved in [171].

In this chapter, we consider the set of all almost periodic skew-Hermitian differential
systems with the uniform topology of matrix functions on the real axis. In [170], there is
proved that the systems, whose all solutions are almost periodic, form a dense subset of
the set of all considered systems. We add that special cases of this result are proved in
[113, 114]. Using the method for constructing almost periodic functions from Section 5.3,
we prove that, in any neighbourhood of a skew-Hermitian system, there exists a system
which does not possess an almost periodic solution other than the trivial one (not only
with a fundamental matrix which is not almost periodic as in [172]). Then, we prove the
corresponding result in the real case, i.e., for the skew-symmetric differential systems.

129



6.1 Preliminaries 130

We use recurrent methods for constructing almost periodic functions. For non-almost
periodic solutions of homogeneous linear differential equations, we refer to [140] (and [141]),
where a method of constructions of minimal cocycles, which one gets as solutions of re-
current homogeneous linear differential systems, is mentioned. Special constructions of
almost periodic homogeneous linear differential systems with given properties can be found
in [112, 123, 124, 125] as well. A method to construct fundamental matrices for almost
periodic homogeneous linear systems is introduced in [150].

6.1 Preliminaries

Let m ∈ N be arbitrarily given. In this chapter, we use the following notations: Im(ϕ)
for the range of a function ϕ,Mat(C,m) for the set of all m×m matrices with complex ele-
ments, Mat (R,m) for the set of all m×m matrices with real elements, U(m) ⊂Mat(C,m)
for the group of all unitary matrices of dimension m, SO(m) ⊂ Mat (R,m) for the
group of all orthogonal matrices with determinant 1, so(m) ⊂ Mat (R,m) for the set
of all skew-symmetric (i.e., antisymmetric) matrices, A∗ for the conjugate transpose of
A ∈ Mat(C,m), I for the identity matrix, O for the zero matrix, and symbol i for the
imaginary unit. We remark that the Lie algebra associated to the Lie group SO(m) consists
of the skew-symmetric m×m matrices (i.e., this Lie algebra is so(m) and it is sometimes
called the special orthogonal Lie algebra).

6.2 Skew-Hermitian systems without almost periodic

solutions

We consider systems of m homogeneous linear differential equations of the form

x′(t) = A(t) · x(t), t ∈ R, (6.1)

where A is an almost periodic function with Im(A) ⊂ Mat(C,m) and with the property
that A(t) + A∗(t) = O for any t ∈ R, i.e., A : R → Mat(C,m) is an almost periodic
function of skew-Hermitian matrices. Let S be the set of all systems (6.1). We identify the
function A with the system (6.1) which is determined by A. Especially, we write A ∈ S
and O ∈ S denotes the system (6.1) given by A(t) = O, t ∈ R.

In the vector space Cm, we consider the absolute norm || · ||1 (one can also consider
the Euclidean norm or the maximum norm). Let || · || be the corresponding matrix norm.
Considering that any almost periodic function is bounded (see Lemma 5.4), the distance
between two systems A,B ∈ S is defined by the norm of the matrix valued functions A, B,
uniformly on R; i.e., we introduce the metric

σ (A,B) := sup
t∈R
||A(t)−B(t) || , A,B ∈ S. (6.2)

For ε > 0, symbol Oσε (A) stands for the ε-neighbourhood of A in S.
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Now we recall the notion of the frequency module and its rational hull which can be
introduced for all almost periodic function with values in a Banach space. The frequency
module F of an almost periodic function A : R→Mat(C,m) is the Z-module of the real
numbers, generated by the numbers λ such that

lim
T→∞

1

T

T∫
0

e2πiλtA(t) dt 6= O.

The rational hull of F is the set

{λ/l; λ ∈ F , l ∈ Z}.

For the frequency modules of almost periodic linear differential systems and their solutions,
we refer to [72, Chapters 4 and 6], [145].

In [170], there is proved that, in any neighbourhood of a system (6.1) with frequency
module F , there exists a system with a frequency module contained in the rational hull
of F possessing all almost periodic solutions with frequencies belonging to the rational hull
of F as well. From [174, Theorem 1] it follows that there exists a system (6.1) which cannot
be approximated by the so-called reducible systems with frequency module F (there exists
an open set of irreducible systems with a fixed frequency module; see [173] in the real
case); i.e., a neighbourhood of a system (6.1) with frequency module F may not contain
a system with almost periodic solutions and frequency module F . In this case, see also
[62] and [175] for reducible constant systems and systems reducing to diagonal forms by
a Lyapunov transformation with frequency module F , respectively.

In addition, for all k ∈ N, it is proved in [172] that the systems with k-dimensional
frequency basis of A, having solutions which are not almost periodic, form a subset of the
second category of the space of all considered systems with k-dimensional frequency basis
of A. Thus, it is known (see also [170, Corollary 1]) that the systems with k-dimensional
frequency basis of A and with an almost periodic fundamental matrix form a dense set of
the first category in the space of all systems (6.1) with k-dimensional frequency basis.

In this context, we formulate and prove the following result that the systems having no
non-trivial almost periodic solution form a dense subset of S.

Theorem 6.1. For any A ∈ S and ε > 0, there exists B ∈ Oσε (A) which does not have an
almost periodic solution other than the trivial one.

Proof. Let A,C ∈ S and ε > 0 be arbitrary. Since the sum of skew-Hermitian matrices is
also skew-Hermitian and since the sum of two almost periodic functions is almost periodic
(see Corollary 5.9), we have that A + C ∈ S. Let XA(t), t ∈ R, and XC(t), t ∈ R, be the
principal (i.e., XA(0) = XC(0) = I) fundamental matrix of A ∈ S and C ∈ S, respectively.
If matrices C(t), XA(t) commute for all t ∈ R, then the matrix valued functionXA(t)XC(t),
t ∈ R, is the principal fundamental matrix of A+C ∈ S. Indeed, from X ′A(t) = A(t)XA(t),
X ′C(t) = C(t)XC(t), t ∈ R, we obtain

(XA(t) ·XC(t))′ = A(t) ·XA(t) ·XC(t) +XA(t) · C(t) ·XC(t)

= A(t) ·XA(t) ·XC(t) + C(t) ·XA(t) ·XC(t) = (A+ C)(t) ·XA(t) ·XC(t), t ∈ R.



6.2 Skew-Hermitian systems without almost periodic solutions 132

This fact implies that it suffices to find C ∈ Oσε (O) for which all matrices C(t),
t ∈ R, have the form diag (ia, . . . , ia), a ∈ R, and for which the vector valued function
XA(t)XC(t)u, t ∈ R, is not almost periodic for any vector u ∈ Cm, ||u ||1 = 1.

We construct such an almost periodic function C using Theorem 5.20 for a = ε/4. First
of all, we put

C(t) ≡ O, t ∈ [0, 1].

Then, in the first step of our construction, we define C on (1, 2] arbitrarily so that it is
constant on [1+1/4, 1+3/4] and ||C(t) || < ε/4 for t from this interval, C(2) := C(1) = O,
and it is linear between values O, C(3/2) on [1, 1 + 1/4] and [1 + 3/4, 2].

In the second step, we define continuous C satisfying ||C(t)− C(t+ 2) || < ε/4 for
t ∈ [−2, 0) arbitrarily so that it is constant on

[−2 + 1/16,−2 + 1− 1/16], [−2 + 1 + 1/4 + 1/16,−2 + 1 + 3/4− 1/16];

at the same time, we put

C(−2) := C(0) = O, C(−1 + 1/4) := C(1 + 1/4) = C(3/2),

C(−1) := C(1) = O, C(−1/4) := C(2− 1/4) = C(3/2),

and

C(t) ≡ C(3/2)/2, t ∈ [−1 + 1/16,−1 + 1/4− 1/16] ∪ [−1/4 + 1/16,−1/16],

and we define C so that it is linear on

[−2,−2 + 1/16], [−1− 1/16,−1], [−1,−1 + 1/16],

[−1 + 1/4− 1/16,−1 + 1/4], [−1 + 1/4,−1 + 1/4 + 1/16],

[−1/4− 1/16,−1/4], [−1/4,−1/4 + 1/16], [−1/16, 0].

Analogously, in the third step, we get C on (2, 6] for which we can choose constant
values on

[4− 2 + 1/16 + 8−1/16, 4− 2 + 1− 1/16− 8−1/16],

[4− 2 + 1 + 1/4 + 1/16 + 8−1/16, 4− 2 + 1 + 3/4− 1/16− 8−1/16],

[4− 1 + 1/16 + 8−1/16, 4− 1 + 1/4− 1/16− 8−1/16],

[4− 1/4 + 1/16 + 8−1/16, 4− 1/16− 8−1/16],

[4 + 8−1/16, 4 + 1− 8−1/16], [4 + 1 + 1/4 + 8−1/16, 4 + 1 + 3/4− 8−1/16]

arbitrarily so that ||C(t)− C(t− 4) || < ε/8, t ∈ (2, 6]; at the same time, we put

C(4− 2 + 1/16) := C(−2 + 1/16) = C(−3/2),

C(4− 2 + 1− 1/16) := C(−1− 1/16) = C(−3/2),

C(4− 1) := C(−1) = O,

C(4− 1 + 1/16) := C(−1 + 1/16) = C(3/2)/2,
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C(4− 1 + 1/4− 1/16) := C(−1 + 1/4− 1/16) = C(3/2)/2,

C(4− 1 + 1/4) := C(−1 + 1/4) = C(3/2),

C(4− 2 + 1 + 1/4 + 1/16) := C(−2 + 1 + 1/4 + 1/16) = C(−1/2),

C(4− 2 + 1 + 3/4− 1/16) := C(−2 + 1 + 3/4− 1/16) = C(−1/2),

C(4− 1/4) := C(−1/4) = C(3/2),

C(4− 1/4 + 1/16) := C(−1/4 + 1/16) = C(3/2)/2,

C(4− 1/16) := C(−1/16) = C(3/2)/2,

C(4) := C(0), C(4 + 1) := C(1),

C(4 + 1 + 1/4) := C(1 + 1/4) = C(3/2),

C(4 + 1 + 3/4) := C(1 + 3/4) = C(3/2),

C(4 + 2) := C(2) = C(0) = O,

C(t) ≡ C(−3/2)/2, t ∈ [4− 2 + 8−1/16, 4− 2 + 1/16− 8−1/16]

∪ [4− 1− 1/16 + 8−1/16, 4− 1− 8−1/16],

C(t) ≡ C(3/2)/4, t ∈ [4− 1 + 8−1/16, 4− 1 + 1/16− 8−1/16]

∪ [4− 1/16 + 8−1/16, 4− 8−1/16],

C(t) ≡ 3C(3/2)/4, t ∈ [4− 1 + 1/4− 1/16 + 8−1/16, 4− 1 + 1/4− 8−1/16]

∪ [4− 1/4 + 8−1/16, 4− 1/4 + 1/16− 8−1/16],

C(t) ≡ (C(3/2) + C(−1/2))/2, t ∈ [4− 1 + 1/4 + 8−1/16, 4− 1 + 1/4 + 1/16− 8−1/16]

∪ [4− 1/4− 1/16 + 8−1/16, 4− 1/4− 8−1/16],

C(t) ≡ (8C(4 + 1) + 1C(4 + 1 + 1/4))/9,

t ∈ [4 + 1 + 8−1/16, 4 + 1 + 8−1/16 · 3],

C(t) ≡ (7C(4 + 1) + 2C(4 + 1 + 1/4))/9,

t ∈ [4 + 1 + 8−1/16 · 5, 4 + 1 + 8−1/16 · 7],

...

C(t) ≡ (1C(4 + 1) + 8C(4 + 1 + 1/4))/9,

t ∈ [4 + 1 + 8−1/16 · 29, 4 + 1 + 8−1/16 · 31],

C(t) ≡ (8C(4 + 1 + 3/4) + 1C(4 + 2))/9,

t ∈ [4 + 1 + 3/4 + 8−1/16, 4 + 1 + 3/4 + 8−1/16 · 3],

C(t) ≡ (7C(4 + 1 + 3/4) + 2C(4 + 2))/9,

t ∈ [4 + 1 + 3/4 + 8−1/16 · 5, 4 + 1 + 3/4 + 8−1/16 · 7],

...

C(t) ≡ (1C(4 + 1 + 3/4) + 8C(4 + 2))/9,

t ∈ [4 + 1 + 3/4 + 8−1/16 · 29, 4 + 1 + 3/4 + 8−1/16 · 31],
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and we define continuous C so that it is linear on the rest of subintervals.
If we denote

a1
1 := 0, b1

1 := 0, c1
1 := 1,

a1
2 := 1, b1

2 := 1 + 1/4, c1
2 := 1 + 3/4, a1

3 := 2

and (compare with the situation after the second step)

a2
1 := −2, b2

1 := −2, c2
1 := −2,

a2
2 := −2, b2

2 := −2 + 1/16, c2
2 := −1− 1/16,

a2
3 := −1, b2

3 := −1, c2
3 := −1,

a2
4 := −1, b2

4 := −1 + 1/16, c2
4 := −1 + 1/4− 1/16,

a2
5 := −1 + 1/4, b2

5 := −1 + 1/4 + 1/16, c2
5 := −1 + 3/4− 1/16,

a2
6 := −1 + 3/4, b2

6 := −1 + 3/4 + 1/16, c2
6 := −1/16,

we see that C does not need to be constant only on

[a1
j − 2, a1

j − 2 + 4−2], [b1
2 − 2− 4−2, b1

2 − 2], [b1
j − 2, b1

j − 2 + 4−2],

[c1
j − 2− 4−2, c1

j − 2], [c1
j − 2, c1

j − 2 + 4−2], [a1
j+1 − 2− 4−2, a1

j+1 − 2]

for j ∈ {1, 2}, i.e., on

[a2
j , b

2
j ], j ∈ {1, . . . , 6}, [c2

j , a
2
j+1], j ∈ {1, . . . , 5}, [c2

6, 0],

and it has to be constant on each one of the intervals

[a1
2 − 2 + 4−2, b1

2 − 2− 4−2], [c1
2 − 2 + 4−2, a1

3 − 2− 4−2],

[b1
j − 2 + 4−2, c1

j − 2− 4−2], j ∈ {1, 2},

i.e., on
[b2
j , c

2
j ], j ∈ {1, . . . , 6}.

It is also seen that

a2
1 = d1

1, b2
1 = d1

2, c2
1 = d1

3, a2
2 = d1

4, · · · c2
6 = d1

18,

where d1
1, d

1
2, . . . , d

1
18 is the non-decreasing sequence of all numbers

a1
j − 2, b1

j − 2, c1
j − 2,

min{a1
j − 2 + 4−2, b1

j − 2}, max{a1
j − 2, b1

j − 2− 4−2},

min{c1
j − 2, b1

j − 2 + 4−2}, max{c1
j − 2− 4−2, b1

j − 2},

min{c1
j − 2 + 4−2, a1

j+1 − 2}, max{c1
j − 2, a1

j+1 − 2− 4−2}

for j ∈ {1, 2}. We put a2
7 := 0.
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Let d2
1, d

2
2, . . . , d

2
168 be the non-decreasing sequence of all numbers

b1
1 + 4, b1

1 + 4, b1
1 + 4, b1

1 + 4, b1
1 + 4, b1

1 + 4,

b1
1 + 4, b1

1 + 4, b1
1 + 4, b1

1 + 4, b1
1 + 4, b1

1 + 4,

c1
1 + 4, min{c1

1 + 4, b1
1 + 4 + 8−1/16}, max{c1

1 + 4− 8−1/16, b1
1 + 4},

c1
2 + 4, min{c1

2 + 4, b1
2 + 4 + 8−1/16}, max{c1

2 + 4− 8−1/16, b1
2 + 4},

a1
1 + (4k + 1)(b1

1 − a1
1)/32 + 4, a1

1 + (4k + 3)(b1
1 − a1

1)/32 + 4,

a1
1 + (4k + 4)(b1

1 − a1
1)/32 + 4, k ∈ {0, 1, . . . , 7},

c1
1 + (4k + 1)(a1

2 − c1
1)/32 + 4, c1

1 + (4k + 3)(a1
2 − c1

1)/32 + 4,

c1
1 + (4k + 4)(a1

2 − c1
1)/32 + 4, k ∈ {0, 1, . . . , 7},

a1
2 + (4k + 1)(b1

2 − a1
2)/32 + 4, a1

2 + (4k + 3)(b1
2 − a1

2)/32 + 4,

a1
2 + (4k + 4)(b1

2 − a1
2)/32 + 4, k ∈ {0, 1, . . . , 7},

c1
2 + (4k + 1)(a1

3 − c1
2)/32 + 4, c1

2 + (4k + 3)(a1
3 − c1

2)/32 + 4,

c1
2 + (4k + 4)(a1

3 − c1
2)/32 + 4, k ∈ {0, 1, . . . , 7},

and
a2
j+1 + 4, b2

j + 4, c2
j + 4,

min{a2
j + 4 + 8−1/16, b2

j + 4}, max{a2
j + 4, b2

j + 4− 8−1/16},

min{c2
j + 4, b2

j + 4 + 8−1/16}, max{c2
j + 4− 8−1/16, b2

j + 4},

min{c2
j + 4 + 8−1/16, a2

j+1 + 4}, max{c2
j + 4, a2

j+1 + 4− 8−1/16}

for j ∈ {1, . . . , 6}. We denote

a3
1 := 2, b3

1 := d2
1, c3

1 := d2
2, a3

2 := d2
3, · · · a3

57 := d2
168.

We remark that, in the sequences of dlj, l ∈ N, values are a number of time.
In the fourth step, we define C so that∣∣∣∣C(t)− C(t+ 23)

∣∣∣∣ < ε

23
, t ∈ [−23 − 2,−2).

We consider the non-decreasing sequence d3
1, d

3
2, . . . , d

3
21·82 of

a3
j − 23, b3

j − 23, c3
j − 23,

min{a3
j − 23 + 8−2/16, b3

j − 23}, max{a3
j − 23, b3

j − 23 − 8−2/16},

min{c3
j − 23, b3

j − 23 + 8−2/16}, max{c3
j − 23 − 8−2/16, b3

j − 23},

min{c3
j − 23 + 8−2/16, a3

j+1 − 23}, max{c3
j − 23, a3

j+1 − 23 − 8−2/16}

for j ∈ {1, . . . , 7 · 8}, 144 numbers b1
1 − 23, and

c1
1 − 23, min{c1

1 − 23, b1
1 − 23 + 8−2/16}, max{c1

1 − 23 − 8−2/16, b1
1 − 23},
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c1
2 − 23, min{c1

2 − 23, b1
2 − 23 + 8−2/16}, max{c1

2 − 23 − 8−2/16, b1
2 − 23},

min{a1
1 + (k − 1)(b1

1 − a1
1)/(8 · 4)− 23 + 8−2/16, a1

1 + k(b1
1 − a1

1)/(8 · 4)− 23},

max{a1
1 + (k − 1)(b1

1 − a1
1)/(8 · 4)− 23, a1

1 + k(b1
1 − a1

1)/(8 · 4)− 23 − 8−2/16},

a1
1 + k(b1

1 − a1
1)/(8 · 4)− 23, k ∈ {1, . . . , 8 · 4},

min{c1
1 + (k − 1)(a1

2 − c1
1)/(8 · 4)− 23 + 8−2/16, c1

1 + k(a1
2 − c1

1)/(8 · 4)− 23},

max{c1
1 + (k − 1)(a1

2 − c1
1)/(8 · 4)− 23, c1

1 + k(a1
2 − c1

1)/(8 · 4)− 23 − 8−2/16},

c1
1 + k(a1

2 − c1
1)/(8 · 4)− 23, k ∈ {1, . . . , 8 · 4},

min{a1
2 + (k − 1)(b1

2 − a1
2)/(8 · 4)− 23 + 8−2/16, a1

2 + k(b1
2 − a1

2)/(8 · 4)− 23},

max{a1
2 + (k − 1)(b1

2 − a1
2)/(8 · 4)− 23, a1

2 + k(b1
2 − a1

2)/(8 · 4)− 23 − 8−2/16},

a1
2 + k(b1

2 − a1
2)/(8 · 4)− 23, k ∈ {1, . . . , 8 · 4},

min{c1
2 + (k − 1)(a1

3 − c1
2)/(8 · 4)− 23 + 8−2/16, c1

2 + k(a1
3 − c1

2)/(8 · 4)− 23},

max{c1
2 + (k − 1)(a1

3 − c1
2)/(8 · 4)− 23, c1

2 + k(a1
3 − c1

2)/(8 · 4)− 23 − 8−2/16},

c1
2 + k(a1

3 − c1
2)/(8 · 4)− 23, k ∈ {1, . . . , 8 · 4},

c2
1 − 23, min{c2

1 − 23, b2
1 − 23 + 8−2/16}, max{c2

1 − 23 − 8−2/16, b2
1 − 23},

c2
2 − 23, min{c2

2 − 23, b2
2 − 23 + 8−2/16}, max{c2

2 − 23 − 8−2/16, b2
2 − 23},

c2
3 − 23, min{c2

3 − 23, b2
3 − 23 + 8−2/16}, max{c2

3 − 23 − 8−2/16, b2
3 − 23},

c2
4 − 23, min{c2

4 − 23, b2
4 − 23 + 8−2/16}, max{c2

4 − 23 − 8−2/16, b2
4 − 23},

c2
5 − 23, min{c2

5 − 23, b2
5 − 23 + 8−2/16}, max{c2

5 − 23 − 8−2/16, b2
5 − 23},

c2
6 − 23, min{c2

6 − 23, b2
6 − 23 + 8−2/16}, max{c2

6 − 23 − 8−2/16, b2
6 − 23},

min{a2
1 + (k − 1)(b2

1 − a2
1)/8− 23 + 8−2/16, a2

1 + k(b2
1 − a2

1)/8− 23},

max{a2
1 + (k − 1)(b2

1 − a2
1)/8− 23, a2

1 + k(b2
1 − a2

1)/8− 23 − 8−2/16},

a2
1 + k(b2

1 − a2
1)/8− 23, k ∈ {1, . . . , 8},

min{c2
1 + (k − 1)(a2

2 − c2
1)/8− 23 + 8−2/16, c2

1 + k(a2
2 − c2

1)/8− 23},

max{c2
1 + (k − 1)(a2

2 − c2
1)/8− 23, c2

1 + k(a2
2 − c2

1)/8− 23 − 8−2/16},

c2
1 + k(a2

2 − c2
1)/8− 23, k ∈ {1, . . . , 8},

...

min{a2
6 + (k − 1)(b2

6 − a2
6)/8− 23 + 8−2/16, a2

6 + k(b2
6 − a2

6)/8− 23},

max{a2
6 + (k − 1)(b2

6 − a2
6)/8− 23, a2

6 + k(b2
6 − a2

6)/8− 23 − 8−2/16},

a2
6 + k(b2

6 − a2
6)/8− 23, k ∈ {1, . . . , 8},

min{c2
6 + (k − 1)(a2

7 − c2
6)/8− 23 + 8−2/16, c2

6 + k(a2
7 − c2

6)/8− 23},

max{c2
6 + (k − 1)(a2

7 − c2
6)/8− 23, c2

6 + k(a2
7 − c2

6)/8− 23 − 8−2/16},

c2
6 + k(a2

7 − c2
6)/8− 23, k ∈ {1, . . . , 8}.
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We put

a4
1 := d3

1, b4
1 := d3

2, c4
1 := d3

3, · · · c4
7·82 := d3

21·82 , a4
7·82+1 := −2.

We recall that C can be increasing or decreasing only on

[a4
j , b

4
j ], [c4

j , a
4
j+1], j ∈ {1, . . . , 7 · 82}.

We proceed further in the same way (as in the third and the fourth step). In the 2n-th
step, we define continuous C so that∣∣∣∣C(t)− C(t+ 22n−1)

∣∣∣∣ < ε

2n+1
, t ∈ [−22n−1 − · · · − 2,−22n−3 − · · · − 2).

We get the non-decreasing sequence {d2n−1
l } from

a2n−1
j − 22n−1, b2n−1

j − 22n−1, c2n−1
j − 22n−1,

min{a2n−1
j −22n−1 +82−2n/16, b2n−1

j −22n−1}, max{a2n−1
j −22n−1, b2n−1

j −22n−1−82−2n/16},

min{c2n−1
j −22n−1, b2n−1

j −22n−1 +82−2n/16}, max{c2n−1
j −22n−1−82−2n/16, b2n−1

j −22n−1},

min{c2n−1
j −22n−1 +82−2n/16, a2n−1

j+1 −22n−1}, max{c2n−1
j −22n−1, a2n−1

j+1 −22n−1−82−2n/16}

for j ∈ {1, . . . , 7 · 82n−3}, from

c1
1− 22n−1, min{c1

1− 22n−1, b1
1− 22n−1 + 82−2n/16}, max{c1

1− 22n−1− 82−2n/16, b1
1− 22n−1},

c1
2− 22n−1, min{c1

2− 22n−1, b1
2− 22n−1 + 82−2n/16}, max{c1

2− 22n−1− 82−2n/16, b1
2− 22n−1},

min{a1
1 + (k− 1)(b1

1− a1
1)/(8 · 42n−3)− 22n−1 + 82−2n/16, a1

1 + k(b1
1− a1

1)/(8 · 42n−3)− 22n−1},

max{a1
1 + (k− 1)(b1

1−a1
1)/(8 · 42n−3)− 22n−1, a1

1 +k(b1
1−a1

1)/(8 · 42n−3)− 22n−1− 82−2n/16},

a1
1 + k(b1

1 − a1
1)/(8 · 42n−3)− 22n−1, k ∈ {1, . . . , 8 · 42n−3},

min{c1
1 + (k− 1)(a1

2− c1
1)/(8 · 42n−3)− 22n−1 + 82−2n/16, c1

1 + k(a1
2− c1

1)/(8 · 42n−3)− 22n−1},

max{c1
1 + (k− 1)(a1

2− c1
1)/(8 · 42n−3)− 22n−1, c1

1 + k(a1
2− c1

1)/(8 · 42n−3)− 22n−1− 82−2n/16},

c1
1 + k(a1

2 − c1
1)/(8 · 42n−3)− 22n−1, k ∈ {1, . . . , 8 · 42n−3},

min{a1
2 + (k− 1)(b1

2− a1
2)/(8 · 42n−3)− 22n−1 + 82−2n/16, a1

2 + k(b1
2− a1

2)/(8 · 42n−3)− 22n−1},

max{a1
2 + (k− 1)(b1

2−a1
2)/(8 · 42n−3)− 22n−1, a1

2 +k(b1
2−a1

2)/(8 · 42n−3)− 22n−1− 82−2n/16},

a1
2 + k(b1

2 − a1
2)/(8 · 42n−3)− 22n−1, k ∈ {1, . . . , 8 · 42n−3},

min{c1
2 + (k− 1)(a1

3− c1
2)/(8 · 42n−3)− 22n−1 + 82−2n/16, c1

2 + k(a1
3− c1

2)/(8 · 42n−3)− 22n−1},

max{c1
2 + (k− 1)(a1

3− c1
2)/(8 · 42n−3)− 22n−1, c1

2 + k(a1
3− c1

2)/(8 · 42n−3)− 22n−1− 82−2n/16},

c1
2 + k(a1

3 − c1
2)/(8 · 42n−3)− 22n−1, k ∈ {1, . . . , 8 · 42n−3},

c2
1− 22n−1, min{c2

1− 22n−1, b2
1− 22n−1 + 82−2n/16}, max{c2

1− 22n−1− 82−2n/16, b2
1− 22n−1},

...



6.2 Skew-Hermitian systems without almost periodic solutions 138

c2
6− 22n−1, min{c2

6− 22n−1, b2
6− 22n−1 + 82−2n/16}, max{c2

6− 22n−1− 82−2n/16, b2
6− 22n−1},

min{a2
1 + (k− 1)(b2

1− a2
1)/(8 · 42n−4)− 22n−1 + 82−2n/16, a2

1 + k(b2
1− a2

1)/(8 · 42n−4)− 22n−1},

max{a2
1 + (k− 1)(b2

1−a2
1)/(8 · 42n−4)− 22n−1, a2

1 +k(b2
1−a2

1)/(8 · 42n−4)− 22n−1− 82−2n/16},

a2
1 + k(b2

1 − a2
1)/(8 · 42n−4)− 22n−1, k ∈ {1, . . . , 8 · 42n−4},

min{c2
1 + (k− 1)(a2

2− c2
1)/(8 · 42n−4)− 22n−1 + 82−2n/16, c2

1 + k(a2
2− c2

1)/(8 · 42n−4)− 22n−1},

max{c2
1 + (k− 1)(a2

2− c2
1)/(8 · 42n−4)− 22n−1, c2

1 + k(a2
2− c2

1)/(8 · 42n−4)− 22n−1− 82−2n/16},

c2
1 + k(a2

2 − c2
1)/(8 · 42n−4)− 22n−1, k ∈ {1, . . . , 8 · 42n−4},

...

min{a2
6 + (k− 1)(b2

6− a2
6)/(8 · 42n−4)− 22n−1 + 82−2n/16, a2

6 + k(b2
6− a2

6)/(8 · 42n−4)− 22n−1},

max{a2
6 + (k− 1)(b2

6−a2
6)/(8 · 42n−4)− 22n−1, a2

6 +k(b2
6−a2

6)/(8 · 42n−4)− 22n−1− 82−2n/16},

a2
6 + k(b2

6 − a2
6)/(8 · 42n−4)− 22n−1, k ∈ {1, . . . , 8 · 42n−4},

min{c2
6 + (k− 1)(a2

7− c2
6)/(8 · 42n−4)− 22n−1 + 82−2n/16, c2

6 + k(a2
7− c2

6)/(8 · 42n−4)− 22n−1},

max{c2
6 + (k− 1)(a2

7− c2
6)/(8 · 42n−4)− 22n−1, c2

6 + k(a2
7− c2

6)/(8 · 42n−4)− 22n−1− 82−2n/16},

c2
6 + k(a2

7 − c2
6)/(8 · 42n−4)− 22n−1, k ∈ {1, . . . , 8 · 42n−4},

...

c2n−2
1 − 22n−1, min{c2n−2

1 − 22n−1, b2n−2
1 − 22n−1 + 82−2n/16},

max{c2n−2
1 − 22n−1 − 82−2n/16, b2n−2

1 − 22n−1},
...

c2n−2
7·82n−4 − 22n−1, min{c2n−2

7·82n−4 − 22n−1, b2n−2
7·82n−4 − 22n−1 + 82−2n},

max{c2n−2
7·82n−4 − 22n−1 − 82−2n/16, b2n−2

7·82n−4 − 22n−1},

min{a2n−2
1 +(k−1)(b2n−2

1 −a2n−2
1 )/8−22n−1 +82−2n/16, a2n−2

1 +k(b2n−2
1 −a2n−2

1 )/8−22n−1},

max{a2n−2
1 +(k−1)(b2n−2

1 −a2n−2
1 )/8−22n−1, a2n−2

1 +k(b2n−2
1 −a2n−2

1 )/8−22n−1−82−2n/16},

a2n−2
1 + k(b2n−2

1 − a2n−2
1 )/8− 22n−1, k ∈ {1, . . . , 8},

min{c2n−2
1 +(k−1)(a2n−2

2 −c2n−2
1 )/8−22n−1 +82−2n/16, c2n−2

1 +k(a2n−2
2 −c2n−2

1 )/8−22n−1},

max{c2n−2
1 +(k−1)(a2n−2

2 −c2n−2
1 )/8−22n−1, c2n−2

1 +k(a2n−2
2 −c2n−2

1 )/8−22n−1−82−2n/16},

c2n−2
1 + k(a2n−2

2 − c2n−2
1 )/8− 22n−1, k ∈ {1, . . . , 8},

...

min{a2n−2
7·82n−4 + (k − 1)(b2n−2

7·82n−4 − a2n−2
7·82n−4)/8− 22n−1 + 82−2n/16,

a2n−2
7·82n−4 + k(b2n−2

7·82n−4 − a2n−2
7·82n−4)/8− 22n−1},

max{a2n−2
7·82n−4 + (k − 1)(b2n−2

7·82n−4 − a2n−2
7·82n−4)/8− 22n−1,

a2n−2
7·82n−4 + k(b2n−2

7·82n−4 − a2n−2
7·82n−4)/8− 22n−1 − 82−2n/16},
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a2n−2
7·82n−4 + k(b2n−2

7·82n−4 − a2n−2
7·82n−4)/8− 22n−1, k ∈ {1, . . . , 8},

min{c2n−2
7·82n−4 + (k − 1)(a2n−2

7·82n−4+1 − c
2n−2
7·82n−4)/8− 22n−1 + 82−2n/16,

c2n−2
7·82n−4 + k(a2n−2

7·82n−4+1 − c
2n−2
7·82n−4)/8− 22n−1},

max{c2n−2
7·82n−4 + (k − 1)(a2n−2

7·82n−4+1 − c
2n−2
7·82n−4)/8− 22n−1,

c2n−2
7·82n−4 + k(a2n−2

7·82n−4+1 − c
2n−2
7·82n−4)/8− 22n−1 − 82−2n/16},

c2n−2
7·82n−4 + k(a2n−2

7·82n−4+1 − c
2n−2
7·82n−4)/8− 22n−1, k ∈ {1, . . . , 8},

and from a number of b1
1 − 22n−1 such that the total number of d2n−1

l is 21 · 82n−2. We
denote

a2n
1 := d2n−1

1 , b2n
1 := d2n−1

2 , c2n
1 := d2n−1

3 , · · ·

c2n−1
7·82n−2 := d3

21·82n−2 , a2n−1
7·82n−2+1 := −22n−3 − · · · − 2.

In the (2n+ 1)-th step, we define continuous C so that∣∣∣∣C(t)− C(t− 22n)
∣∣∣∣ < ε

2n+2
, t ∈ (2 + · · ·+ 22n−2, 2 + · · ·+ 22n].

Now C has constant values on [b2n+1
j , c2n+1

j ], j ∈ {1, . . . , 7 · 82n−1}, where we put

a2n+1
1 := 2 + 22 + · · ·+ 22n−2

and we obtain
b2n+1

1 , c2n+1
1 , a2n+1

2 , · · · c2n+1
7·82n−1 , a2n+1

7·82n−1+1

from the non-decreasing sequence of

a2n
j+1 + 22n, b2n

j + 22n, c2n
j + 22n,

min{a2n
j + 22n + 81−2n/16, b2n

j + 22n}, max{a2n
j + 22n, b2n

j + 22n − 81−2n/16},

min{c2n
j + 22n, b2n

j + 22n + 81−2n/16}, max{c2n
j + 22n − 81−2n/16, b2n

j + 22n},

min{c2n
j + 22n + 81−2n/16, a2n

j+1 + 22n}, max{c2n
j + 22n, a2n

j+1 + 22n − 81−2n/16}

for j ∈ {1, . . . , 7 · 82n−2} and

c1
1 + 22n, min{c1

1 + 22n, b1
1 + 22n + 81−2n/16}, max{c1

1 + 22n − 81−2n/16, b1
1 + 22n},

c1
2 + 22n, min{c1

2 + 22n, b1
2 + 22n + 81−2n/16}, max{c1

2 + 22n − 81−2n/16, b1
2 + 22n},

min{a1
1 + (k − 1)(b1

1 − a1
1)/(8 · 42n−2) + 22n + 81−2n/16, a1

1 + k(b1
1 − a1

1)/(8 · 42n−2) + 22n},

max{a1
1 + (k − 1)(b1

1 − a1
1)/(8 · 42n−2) + 22n, a1

1 + k(b1
1 − a1

1)/(8 · 42n−2) + 22n − 81−2n/16},

a1
1 + k(b1

1 − a1
1)/(8 · 42n−2) + 22n, k ∈ {1, . . . , 8 · 42n−2},

min{c1
1 + (k − 1)(a1

2 − c1
1)/(8 · 42n−2) + 22n + 81−2n/16, c1

1 + k(a1
2 − c1

1)/(8 · 42n−2) + 22n},

max{c1
1 + (k − 1)(a1

2 − c1
1)/(8 · 42n−2) + 22n, c1

1 + k(a1
2 − c1

1)/(8 · 42n−2) + 22n − 81−2n/16},

c1
1 + k(a1

2 − c1
1)/(8 · 42n−2) + 22n, k ∈ {1, . . . , 8 · 42n−2},



6.2 Skew-Hermitian systems without almost periodic solutions 140

min{a1
2 + (k − 1)(b1

2 − a1
2)/(8 · 42n−2) + 22n + 81−2n/16, a1

2 + k(b1
2 − a1

2)/(8 · 42n−2) + 22n},

max{a1
2 + (k − 1)(b1

2 − a1
2)/(8 · 42n−2) + 22n, a1

2 + k(b1
2 − a1

2)/(8 · 42n−2) + 22n − 81−2n/16},

a1
2 + k(b1

2 − a1
2)/(8 · 42n−2) + 22n, k ∈ {1, . . . , 8 · 42n−2},

min{c1
2 + (k − 1)(a1

3 − c1
2)/(8 · 42n−2) + 22n + 81−2n/16, c1

2 + k(a1
3 − c1

2)/(8 · 42n−2) + 22n},

max{c1
2 + (k − 1)(a1

3 − c1
2)/(8 · 42n−2) + 22n, c1

2 + k(a1
3 − c1

2)/(8 · 42n−2) + 22n − 81−2n/16},

c1
2 + k(a1

3 − c1
2)/(8 · 42n−2) + 22n, k ∈ {1, . . . , 8 · 42n−2},

c2
1 + 22n, min{c2

1 + 22n, b2
1 + 22n + 81−2n/16}, max{c2

1 + 22n − 81−2n/16, b2
1 + 22n},

...

c2
6 + 22n, min{c2

6 + 22n, b2
6 + 22n + 81−2n/16}, max{c2

6 + 22n − 81−2n/16, b2
6 + 22n},

min{a2
1 + (k − 1)(b2

1 − a2
1)/(8 · 42n−3) + 22n + 81−2n/16, a2

1 + k(b2
1 − a2

1)/(8 · 42n−3) + 22n},

max{a2
1 + (k − 1)(b2

1 − a2
1)/(8 · 42n−3) + 22n, a2

1 + k(b2
1 − a2

1)/(8 · 42n−3) + 22n − 81−2n/16},

a2
1 + k(b2

1 − a2
1)/(8 · 42n−3) + 22n, k ∈ {1, . . . , 8 · 42n−3},

min{c2
1 + (k − 1)(a2

2 − c2
1)/(8 · 42n−3) + 22n + 81−2n/16, c2

1 + k(a2
2 − c2

1)/(8 · 42n−3) + 22n},

max{c2
1 + (k − 1)(a2

2 − c2
1)/(8 · 42n−3) + 22n, c2

1 + k(a2
2 − c2

1)/(8 · 42n−3) + 22n − 81−2n/16},

c2
1 + k(a2

2 − c2
1)/(8 · 42n−3) + 22n, k ∈ {1, . . . , 8 · 42n−3},

...

min{a2
6 + (k − 1)(b2

6 − a2
6)/(8 · 42n−3) + 22n + 81−2n/16, a2

6 + k(b2
6 − a2

6)/(8 · 42n−3) + 22n},

max{a2
6 + (k − 1)(b2

6 − a2
6)/(8 · 42n−3) + 22n, a2

6 + k(b2
6 − a2

6)/(8 · 42n−3) + 22n − 81−2n/16},

a2
6 + k(b2

6 − a2
6)/(8 · 42n−3) + 22n, k ∈ {1, . . . , 8 · 42n−3},

min{c2
6 + (k − 1)(a2

7 − c2
6)/(8 · 42n−3) + 22n + 81−2n/16, c2

6 + k(a2
7 − c2

6)/(8 · 42n−3) + 22n},

max{c2
6 + (k − 1)(a2

7 − c2
6)/(8 · 42n−3) + 22n, c2

6 + k(a2
7 − c2

6)/(8 · 42n−3) + 22n − 81−2n/16},

c2
6 + k(a2

7 − c2
6)/(8 · 42n−3) + 22n, k ∈ {1, . . . , 8 · 42n−3},

...

c2n−1
1 + 22n, min{c2n−1

1 + 22n, b2n−1
1 + 22n + 81−2n/16},

max{c2n−1
1 + 22n − 81−2n/16, b2n−1

1 + 22n},
...

c2n−1
7·82n−3 + 22n, min{c2n−1

7·82n−3 + 22n, b2n−1
7·82n−3 + 22n + 81−2n/16},

max{c2n−1
7·82n−3 + 22n − 81−2n/16, b2n−1

7·82n−3 + 22n},

min{a2n−1
1 + (k − 1)(b2n−1

1 − a2n−1
1 )/8 + 22n + 81−2n/16, a2n−1

1 + k(b2n−1
1 − a2n−1

1 )/8 + 22n},

max{a2n−1
1 + (k − 1)(b2n−1

1 − a2n−1
1 )/8 + 22n, a2n−1

1 + k(b2n−1
1 − a2n−1

1 )/8 + 22n − 81−2n/16},

a2n−1
1 + k(b2n−1

1 − a2n−1
1 )/8 + 22n, k ∈ {1, . . . , 8},



6.2 Skew-Hermitian systems without almost periodic solutions 141

min{c2n−1
1 + (k − 1)(a2n−1

2 − c2n−1
1 )/8 + 22n + 81−2n/16, c2n−1

1 + k(a2n−1
2 − c2n−1

1 )/8 + 22n},

max{c2n−1
1 + (k − 1)(a2n−1

2 − c2n−1
1 )/8 + 22n, c2n−1

1 + k(a2n−1
2 − c2n−1

1 )/8 + 22n − 81−2n/16},

c2n−1
1 + k(a2n−1

2 − c2n−1
1 )/8 + 22n, k ∈ {1, . . . , 8},

...

min{a2n−1
7·82n−3 + (k − 1)(b2n−1

7·82n−3 − a2n−1
7·82n−3)/8 + 22n + 81−2n/16,

a2n−1
7·82n−3 + k(b2n−1

7·82n−3 − a2n−1
7·82n−3)/8 + 22n},

max{a2n−1
7·82n−3 + (k − 1)(b2n−1

7·82n−3 − a2n−1
7·82n−3)/8 + 22n,

a2n−1
7·82n−3 + k(b2n−1

7·82n−3 − a2n−1
7·82n−3)/8 + 22n − 81−2n/16},

a2n−1
7·82n−3 + k(b2n−1

7·82n−3 − a2n−1
7·82n−3)/8 + 22n, k ∈ {1, . . . , 8},

min{c2n−1
7·82n−3 + (k − 1)(a2n−1

7·82n−3+1 − c
2n−1
7·82n−3)/8 + 22n + 81−2n/16,

c2n−1
7·82n−3 + k(a2n−1

7·82n−3+1 − c
2n−1
7·82n−3)/8 + 22n},

max{c2n−1
7·82n−3 + (k − 1)(a2n−1

7·82n−3+1 − c
2n−1
7·82n−3)/8 + 22n,

c2n−1
7·82n−3 + k(a2n−1

7·82n−3+1 − c
2n−1
7·82n−3)/8 + 22n − 81−2n/16},

c2n−1
7·82n−3 + k(a2n−1

7·82n−3+1 − c
2n−1
7·82n−3)/8 + 22n, k ∈ {1, . . . , 8},

and the corresponding number of b1
1 + 22n.

Using this construction, we get a continuous function C on R. From Theorem 5.20 it
follows that C is almost periodic. Since

||C(t) || = 0, t ∈ [0, 1], ||C(t) || < ε

4
, t ∈ (1, 2],

||C(t)− C(t+ 2) || < ε

4
, t ∈ [−2, 0), ||C(t)− C(t− 4) || < ε

8
, t ∈ (2, 6],

...∣∣∣∣C(t)− C(t+ 22n−1)
∣∣∣∣ < ε

2n+1
, t ∈ [−22n−1 − · · · − 23 − 2,−22n−3 − · · · − 23 − 2),∣∣∣∣C(t)− C(t− 22n)

∣∣∣∣ < ε

2n+2
, t ∈ (2 + 22 + · · ·+ 22n−2, 2 + 22 + · · ·+ 22n],

we see that

||C(t) || <
∞∑
j=1

2ε

2j+1
= ε, t ∈ R.

We denote
In := [2 + 22 + · · ·+ 22n−2, 2 + 22 + · · ·+ 22n].

We will prove that we can choose constant values of C(t), t ∈ In, on subintervals with the
total length denoted by r2n+1 which is grater than 22n−1 for all n ∈ N. We can choose
values of C on

[4− 2 + 1/16 + 8−1/16, 4− 2 + 1− 1/16− 8−1/16] ⊂ [2, 6],
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[4− 2 + 1 + 1/4 + 1/16 + 8−1/16, 4− 2 + 1 + 3/4− 1/16− 8−1/16] ⊂ [2, 6],

[4 + 8−1/16, 4 + 1− 8−1/16], [4 + 1 + 1/4 + 8−1/16, 4 + 1 + 3/4− 8−1/16] ⊂ [2, 6].

Hence,

r3 ≥
55

64
+

23

64
+

63

64
+

31

64
=

43

16
, (6.3)

i.e., the statement is valid for n = 1. We use the induction principle with respect to n.
Assume that the statement is true for 1, 2, . . . , n − 1 and prove it for n. Without loss
of generality (consider the below given process), we can also assume that the estima-
tion r2j > 22(j−1) is valid for j ∈ {1, . . . , n} (note that r2 = 5/4 > 20) if we use the
analogous notation.

In view of the construction, we see that we can choose C on any interval

[s+ 22n + 81−2n/16, t+ 22n − 81−2n/16]

if we can choose C on [s, t], where s = blj < clj = t, l < 2n + 1. Especially, we can choose
function C on

[22n + 81−2n/16, 1 + 22n − 81−2n/16],

[1 + 1/4 + 22n + 81−2n/16, 1 + 3/4 + 22n − 81−2n/16],

[−2 + 1/16 + 22n + 81−2n/16,−2 + 1− 1/16 + 22n − 81−2n/16],

[−2 + 1 + 1/4 + 1/16 + 22n + 81−2n/16,−2 + 1 + 3/4− 1/16 + 22n − 81−2n/16]

and on less than 7 · 82n−1 − 4 subintervals of In. Expressing

In = [0 + 22n, 1 + 22n] ∪ [1 + 22n, 2 + 22n] ∪ [−2 + 22n, 0 + 22n] ∪ · · ·
∪ [2 + 22 + · · ·+ 22n−4 + 22n, 2 + 22 + · · ·+ 22n−2 + 22n]

∪ [−22n−1 − · · · − 23 − 2 + 22n,−22n−3 − · · · − 23 − 2 + 22n]

and using the induction hypothesis, the construction, and (6.3), we obtain that we can
choose C on intervals of the lengths grater than or equal to

1− 2 · 81−2n/16, 1/2− 2 · 81−2n/16,

1− 1/8− 2 · 81−2n/16, 1/2− 1/8− 2 · 81−2n/16,

43/16 + 22 + 23 + · · ·+ 22n−3 + 22n−2 − 2 · 81−2n/16 ·
(
7 · 82n−1 − 4

)
.

Summing, we get

r2n+1 ≥ 1 +
1

2
+

7

8
+

3

8
+

11

16
+ 22n−1 − 2− 7

8
> 22n−1, (6.4)

which is the above statement. Analogously, we can prove

r2n > 22n−2, n ∈ N. (6.5)
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Now we describe the principal fundamental matrix XC on In for arbitrary n ∈ N.
Since C is constant and has the form diag (ia, ia, . . . , ia) for some a ∈ R on each interval
[b2n+1
j , c2n+1

j ], j ∈ {1, . . . , 6 · 42n−1}, from

XC(t2)−XC(t1) =

t2∫
t1

C(τ) ·XC(τ) dτ, t1, t2 ∈ R,

we obtain∣∣∣∣XC(t)−X2n+1
C (t)

∣∣∣∣
≤

k∑
j=1

(∫ b2n+1
j

a2n+1
j

||C(τ) ·XC(τ) || dτ +

∫ a2n+1
j+1

c2n+1
j

||C(τ) ·XC(τ) || dτ

)
(6.6)

if t ≤ a2n+1
k+1 , t ∈ In, where

X2n+1
C (t) := XC(2 + 22 + · · ·+ 22n−2), t ∈ [2 + 22 + · · ·+ 22n−2, b2n+1

1 ],

X2n+1
C (t) := exp

(
C(b2n+1

1 )(t− b2n+1
1 )

)
·X2n+1

C (b2n+1
1 ), t ∈ (b2n+1

1 , c2n+1
1 ],

X2n+1
C (t) := XC

2n+1(c2n+1
1 ), t ∈ (c2n+1

1 , b2n+1
2 ],

...

X2n+1
C (t) := exp

(
C(b2n+1

7·82n−1)(t− b2n+1
7·82n−1)

)
·X2n+1

C (b2n+1
7·82n−1), t ∈ (b2n+1

7·82n−1 , c
2n+1
7·82n−1 ],

X2n+1
C (t) := X2n+1

C (c2n+1
7·82n−1), t ∈ (c2n+1

7·82n−1 , 2 + 22 + · · ·+ 22n].

It is seen that XC is bounded (see also the below given, where it is shown that XC(t) ∈
U(m) for all t) as almost periodic C. Any interval

[2 + · · ·+ 22n−2 + l − 1, 2 + · · ·+ 22n−2 + l], l ∈ {1, . . . , 22n}, n ∈ N,

contains at most 42n+1 subintervals, where C can be linear. Indeed, it suffices to consider
the construction. We repeat that the length of each one of the considered subintervals is
81−2n/16 which implies that the total length of them on

J ln := [2 + 22 + · · ·+ 22n−2, 2 + 22 + · · ·+ 22n−2 + 22n−l], l ∈ {1, . . . , n},

is less than 21−l. Thus (consider also (6.6)), there exists K ∈ R such that∣∣∣∣XC(t)−X2n+1
C (t)

∣∣∣∣ ≤ K

2l
, t ∈ J ln, l ∈ {1, . . . , n}, n ∈ N. (6.7)

From the form diag (ia(t), . . . , ia(t)) of all matrices C(t), we see that

||C(t) || = | a(t) |, t ∈ R.

For simplicity, let a(t) ≥ 0, t ∈ R. Let anj ∈ R, j ∈ {1, . . . , n}, be arbitrarily chosen.
Considering the construction and combining (6.4) and (6.5), we get that we can choose
constant values of

C(t), t ∈ [2 + · · ·+ 22n−2 + (l − 1) 2n, 2 + · · ·+ 22n−2 + l 2n],
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on subintervals with the total length grater than 2n−2 for each l ∈ {1, . . . , 2n} and all
sufficiently large n ∈ N. Since we choose C only so that∣∣∣∣C(t)− C(t− 22n)

∣∣∣∣ < ε

2n+2
, t ∈ In,

we see that we can obtain

X2n+1
C (tnj ) = diag

(
exp

(
ianj
)
, . . . , exp

(
ianj
))

for arbitrary tnj such that

tn1 ≥ 2 + 22 + 24 + · · ·+ 22n−2 + 3n − 30, tn2 ≥ tn1 + 3n − 31,

· · · tnn ≥ tnn−1 + 3n − 3n−1, 2 + 22 + 24 + · · ·+ 22n ≥ tnn,
(6.8)

because we have

4n > n(3n − 30) > 3n − 30 > · · · > 3n − 3n−1 > 22n−k+1

for sufficiently large n ∈ N and some k = k(n) ∈ {1, . . . , n} satisfying

22n−k−2 · ε · 2−n−2 > 2π.

We recall that we need to prove the existence of such C, given by the above construction,
for which the vector valued function XA(t)XC(t)u, t ∈ R, is not almost periodic for any
u ∈ Cm, ||u ||1 = 1. Since

(XA(t) ·X∗A(t))′ = A(t) ·XA(t) ·X∗A(t)−XA(t) ·X∗A(t) · A(t), t ∈ R,

and since the constant function given by I is a solution of X ′ = AX − X A, X(0) = I,
we have XA(t) ∈ U(m) for all t. Thus, XC(t) ∈ U(m), t ∈ R, as well. We add that
XA(t)X∗A(t) = I, t ∈ R, implies A∗(t) + A(t) = O, t ∈ R.

Let c ∈ C, | c | = 1, and N ∈ U(m) be arbitrarily given. Obviously, for any M ∈ U(m),
we can choose a number a(M, c) ∈ [0, 2π) so that all eigenvalues of matrix

P := M · diag (exp (ia(M, c)) , . . . , exp (ia(M, c)))

are not in the neighbourhood of c with a given radius which depends only on dimension m.
Indeed, if M has eigenvalues λ1, . . . , λm, then the eigenvalues of P are

λ1 exp (ia(M, c)) , . . . , λm exp (ia(M, c)) .

Considering P u−N u and expressing vectors u ∈ Cm, ||u ||1 = 1, as linear combinations
of the eigenvectors of P , we see that P u cannot be in a neighbourhood of N u for some
c ∈ C, | c | = 1. Thus (the considered multiplication of matrices and vectors is uniformly
continuous), there exist ϑ > 0 and ξ > 0 such that, for any matrices M,N ∈ U(m), one
can find a(M,N) ∈ (0, 2π) satisfying

||M · diag (exp (iã) , . . . , exp (iã)) · u −N · u ||1 > ϑ (6.9)
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for u ∈ Cm, ||u ||1 = 1, ã ∈ (a(M,N)− ξ, a(M,N) + ξ).
We can construct C so that we obtain

X2n+1
C (tnj ) = diag

(
exp

(
ianj
)
, . . . , exp

(
ianj
))

for arbitrarily given anj ∈ [0, 2π) and any tnj satisfying (6.8) if n ∈ N is sufficiently large
and j ∈ {1, . . . , n}. Especially, for sufficiently large n ∈ N and for

tn1 := 2 + 22 + 24 + · · ·+ 22n−2 + 3n − 30,

tn2 := tn1 + 3n − 31, · · · tnn := tnn−1 + 3n − 3n−1,
(6.10)

we can choose all X2n+1
C (tnj ) in the form without any conditions. Hence, we obtain diagonal

matrices X2n+1
C (tnj ), j ∈ {1, . . . , n}, determined by numbers

exp
(
ia
(
XA(tnj ), XA(tnj − 3n + 3j−1) ·XC(tnj − 3n + 3j−1)

))
on their diagonals.

It is seen from (6.10) that each

tnj ∈ [2 + 22 + · · ·+ 22n−2, 2 + 22 + · · ·+ 22n−2 + n3n].

Thus (see (6.7)), for any η > 0, we have∣∣∣∣XC(tnj )−X2n+1
C (tnj )

∣∣∣∣ < η (6.11)

for sufficiently large n = n(η) ∈ N and j ∈ {1, . . . , n}. From (6.9) and (6.11) it follows
that ∣∣∣∣XA(tnj ) ·XC(tnj ) · u−XA(tnj − 3n + 3j−1) ·XC(tnj − 3n + 3j−1) · u

∣∣∣∣
1
> ϑ (6.12)

for any u ∈ Cm, ||u ||1 = 1, sufficiently large n ∈ N, and j ∈ {1, . . . , n}.
By contradiction, suppose that there exists u ∈ Cm, ||u ||1 = 1, with the property that

XA(t)XC(t)u, t ∈ R, is almost periodic. Applying Theorem 5.5 for

ψ(t) = XA(t) ·XC(t) · u, t ∈ R, sn = 3n, n ∈ N, ε = ϑ,

we obtain

||XA(t+ 3n1) ·XC(t+ 3n1) · u −XA(t+ 3n2) ·XC(t+ 3n2) · u ||1 < ϑ, t ∈ R, (6.13)

for all n1, n2 from an infinite subset of N. If we rewrite (6.13) into

||XA(t) ·XC(t) · u −XA(t+ 3n2 − 3n1) ·XC(t+ 3n2 − 3n1) · u ||1 < ϑ, t ∈ R,

then it is easy to see that (6.12) is not valid for infinitely many n ∈ N. This contradiction
proves the theorem.
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6.3 Skew-symmetric systems without almost periodic

solutions

Let m 6= 1. Let us consider systems of m homogeneous linear differential equations of
the form

x′(t) = A(t) · x(t), t ∈ R, (6.14)

where A : R → so(m) is an almost periodic function. Let S denote the set of all sys-
tems (6.14). We can identify the function A with the system (6.14) which is determined
by A. Especially, we write A ∈ S. Let XS = XS (t) denote the principal fundamental
matrix of S ∈ S satisfying XS (0) = I.

In the vector space Rm, we use the Euclidean norm ‖ · ‖2 (one can also replace it by
the absolute norm or the maximum norm). Let ‖ · ‖ be the corresponding matrix norm in
Mat (R,m) and let % be the metric given by ‖ · ‖. Using the boundedness of every almost
periodic function, the distance between two systems A,B ∈ S is defined uniformly on R
by the norm of the matrix valued functions A,B; i.e., we introduce the metric σ by (6.2).
For ε > 0, symbol Oσε (A) denotes the ε-neighbourhood of a system A in S and O%ε(M) the
ε-neighbourhood of a matrix M in a given subset of Mat (R,m).

The importance of skew-symmetric systems may be illustrated by the Cameron-Johnson
theorem which states that any almost periodic homogeneous linear differential system can
be reduced by a Lyapunov transformation to a skew-symmetric system if all solutions
of the given system and all of its limit equations are bounded (see [40]). Further, it
is known (see [170]) that the skew-symmetric systems, all of whose solutions are almost
periodic, form a dense subset in the space of all skew-symmetric systems (special cases are
considered in [113, 114] and the corresponding result about unitary difference systems is
mentioned in [176]). This fact also motivates the study of skew-symmetric systems without
almost periodic solutions. Concerning basic results about skew-symmetric systems and
their fundamental matrices, we refer to [33, 71, 137].

Now we repeat the basic motivation in an explicit form.

Theorem 6.2. For any A ∈ S and ε > 0, there exists B ∈ Oσε (A) whose all solutions are
almost periodic.

Proof. See [170, Theorem 1, Remark 3].

To prove the announced result, we need the following lemmas.

Lemma 6.3. There exist ξ > 0 and a neighbourhood Õ (O) of the zero matrix in so(m)
for which the exponential map is a bijection between Õ (O) and O%ξ (I) ∩ SO(m) such that
the maps

A 7→ exp (A) , A ∈ Õ (O) ; A 7→ ln (A) , A ∈ O%ξ (I) ∩ SO(m), (6.15)

are continuous in the Lipschitz sense.

Proof. It is well-known that the exponential map is a bijection between Õ (O) and O%ξ (I)∩
SO(m) for a sufficiently small ξ > 0 and the corresponding neighbourhood Õ (O) ⊂ so(m).
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The fact that the maps in (6.15) are continuous in the Lipschitz sense follows from the
inequality

‖ exp (X + Y )− exp (X) ‖ ≤ ‖Y ‖ · exp (‖X ‖) · exp (‖Y ‖) , X, Y ∈ so(m),

and, e.g., from the Richter theorem (see, e.g., [92, Theorem 11.1])

ln (X) =

1∫
0

(X − I) [t (X − I) + I]−1 dt, X ∈ O%ξ (I) ∩ SO(m).

Remark 6.4. Any non-singular matrix has infinitely many logarithms. Here symbol ln (A)
denotes the principal logarithm, which is the unique logarithm whose spectrum lies in the
strip {z ∈ C; Im z ∈ [−π, π)}. 4

Lemma 6.5. There exists p(ϑ) ∈ N for all ϑ > 0 with the property that, for any sequence

{P0, P1, . . . , Pn, . . . , P2n} ⊂ SO(m), n ≥ p(ϑ),

one can find matrices Q2, Q4, . . . , Q2n ∈ SO(m) for which

Q2i ∈ O%ϑ (P2i) , i ∈ {1, . . . , n}, P1 ·Q2 · P3 ·Q4 · · ·P2n−1 ·Q2n = P0. (6.16)

Proof. First we recall that the group SO(m) is transformable (see Example 2.3). This fact
implies the existence of q(δ) ∈ N for all δ > 0 such that, for any sequence

{P0, P1, . . . , Pq, . . . , Pn} ⊂ SO(m),

there exist T1, . . . , Tq, . . . , Tn ∈ SO(m) satisfying

Ti ∈ O%δ (Pi) , i ∈ {1, . . . , n}, T1 · T2 · · ·Tn = P0.

We replace matrices P1, . . . , Pn−1, Pn by P1 ·P2, . . . , P2n−3 ·P2n−2, P2n−1 ·P2n and, using the
transformability of SO(m), we obtain matrices Ti, i ∈ {1, . . . , n}. We put

R1 := (P1 · P2)−1 · T1, . . . , Rn := (P2n−1 · P2n)−1 · Tn.

Since the multiplication of matrices is continuous in the Lipschitz sense on SO(m) as the
map O 7→ OT , there exists L > 0 such that

Ri ∈ O%δL (I) , i ∈ {1, . . . , n},

and, consequently, there exists K > 0 for which

P2 ·R1 ∈ O%δK (P2) , . . . , P2n ·Rn ∈ O%δK (P2n) .

We see
T1 = P1 · P2 ·R1, . . . , Tn = P2n−1 · P2n ·Rn,

i.e., we have (6.16) for Q2 := P2 ·R1, . . . , Q2n := P2n ·Rn and p(ϑ) := q(ϑ/K).
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We also need a simple method for constructing almost periodic functions with prescribed
values. This method is a modification of the theorems presented in Section 5.3.

Lemma 6.6. If the sequence of non-negative numbers a(i) for i ∈ N has the property that

∞∑
i=1

a(i) <∞,

then any continuous function ψ : R→ so(m) for which

ψ(t) = ψ (t− 1) , t ∈ (1, 2],

ψ(t) = ψ (t+ 2) , t ∈ (−2, 0],

ψ(t) ∈ O%a(1) (ψ (t− 4)) , t ∈ (2, 6],

ψ(t) = ψ (t+ 8) , t ∈ (−10,−2] ,

ψ(t) ∈ O%a(2)

(
ψ
(
t− 24

))
, t ∈ (2 + 22, 2 + 22 + 24],

ψ(t) = ψ
(
t+ 25

)
, t ∈ (−25 − 23 − 2,−23 − 2],

...

ψ(t) ∈ O%a(n)

(
ψ
(
t− 22n

))
, t ∈ (2 + 22 + · · ·+ 22n−2, 2 + 22 + · · ·+ 22n−2 + 22n],

ψ(t) = ψ
(
t+ 22n+1

)
, t ∈ (−22n+1 − · · · − 23 − 2,−22n−1 − · · · − 23 − 2],

...

is almost periodic.

Proof. Let ε > 0 be arbitrarily given and let k = k(ε) ∈ N satisfy

∞∑
i=k

a(i) <
ε

2
. (6.17)

From

ψ(t) ∈ O%a(k)

(
ψ
(
t− 22k

))
, t ∈ (2 + 22 + · · ·+ 2k−2, 2 + 22 + · · ·+ 2k],

ψ(t) = ψ
(
t+ 22k+1

)
, t ∈ (−22k+1 − · · · − 23 − 2,−22k−1 − · · · − 23 − 2],

ψ(t) ∈ O%a(k+1)

(
ψ
(
t− 22k+2

))
, t ∈ (2 + 22 + · · ·+ 22k, 2 + 22 + · · ·+ 22k+2],

...

it follows

ψ
(
t+ 22k

)
∈ O%a(k)(ψ(t)), t ∈ (−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ
(
t− 22k

)
∈ O%a(k)(ψ(t)), t ∈ (−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],
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ψ
(
t− 22k+1

)
∈ O%a(k)(ψ(t)), t ∈ (−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ
(
t+ 22k+1

)
∈ O%a(k)+a(k+1)(ψ(t)), t ∈ (−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ
(
t+ 3 · 22k

)
∈ O%a(k)+a(k+1)(ψ(t)), t ∈ (−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ
(
t+ 22k+2

)
∈ O%a(k+1)(ψ(t)), t ∈ (−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

ψ
(
t+ 22k + 22k+2

)
∈ O%a(k)+a(k+1)(ψ(t)), t ∈

(
−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2],

...

Thus (see (6.17)), it holds

ψ
(
t+ l · 22k

)
∈ O%ε/2(ψ(t)), t ∈

(
−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2

]
, l ∈ Z.

If we express any t ∈ R as t = t1 + t2, where

t1 ∈
(
−22k−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22k−2

]
, t2 = j · 22k for j ∈ Z,

then we have

%
(
ψ(t), ψ

(
t+ l · 22k

))
≤ % (ψ (t1 + t2) , ψ (t1))

+ %
(
ψ (t1) , ψ

(
t1 + (j + l) 22k

))
<
ε

2
+
ε

2
= ε, t ∈ R, l ∈ Z.

This inequality implies that we can choose l(ε) := 22k(ε)+1 for any ε > 0 (see Definition 5.1);
i.e., the resulting function ψ is almost periodic.

Now we can prove the result that the systems having no non-zero almost periodic
solution form an everywhere dense subset of S.

Theorem 6.7. Let A ∈ S and ε > 0 be arbitrary. There exists B ∈ Oσε (A) which does not
have an almost periodic solution other than the trivial one.

Proof. Using Lemma 5.3, the almost periodicity of A implies that there exist δ ∈ (0, 1/3)
and an almost periodic matrix valued function Ã : R→ so(m) satisfying Ã ∈ Oσε/2(A) and

Ã|[k,k+δ] ≡ const. for any k ∈ Z. Indeed, it suffices to define Ã by

Ã(t) := A

(
k +

δ

2

)
, t ∈ [k, k + δ], k ∈ Z,

Ã(t) := A(k − δ) +
t− (k − δ)

δ

[
A

(
k +

δ

2

)
− A(k − δ)

]
, t ∈ [k − δ, k), k ∈ Z,

Ã(t) := A

(
k +

δ

2

)
+
t− (k + δ)

δ

[
A(k + 2δ)− A

(
k +

δ

2

)]
, t ∈ (k + δ, k + 2δ], k ∈ Z,

Ã(t) := A(t), t /∈
⋃
k∈Z

[k − δ, k + 2δ],

where δ > 0 is sufficiently small. Thus, we assume without loss of generality that A ∈ S is
constant on all interval [k, k + δ], k ∈ Z.
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Every almost periodic function is bounded. Hence, there exists η ∈ (0, 1) with the
property that

‖XS (t+ s)−XS (t) ‖ < ξ (6.18)

for any t ∈ R, s ∈ [0, η], and S ∈ Oσε (A), where ξ > 0 is taken from Lemma 6.3. We can
also assume that δ < η. Further (see again Lemma 6.3), there exists M ∈ N satisfying

‖A−B ‖ < ϑ if A,B ∈ Õ (O) , exp (A) ∈ O%ϑM (exp (B)) ⊆ O%ξ (I) ∩ SO(m). (6.19)

We choose an increasing sequence of numbers n(i) ∈ Nr {1} for i ∈ N arbitrarily so that

2n(i)−1 ≥ p

(
ε

2iM
· δ

2

)
, i ∈ N, (6.20)

where p(ϑ) is taken from Lemma 6.5.
Since the sum of skew-symmetric matrices is a skew-symmetric matrix and since the

sum of two almost periodic functions is almost periodic as well (see Corollary 5.9), we have
A1 + A2 ∈ S for any A1, A2 ∈ S. Thus, it suffices to find C ∈ S ∩ Oσε (O) for which the
system A + C does not have any non-zero almost periodic solution. We construct such
a system C (as continuous function) applying Lemma 6.6 for

a (n(i)) :=
ε

2i
, i ∈ N; a (j) := 0, j /∈ {n(i); i ∈ N}.

Let us denote

ai := 2 + 22 + · · ·+ 22n(i)−2, bi := 2 + 22 + · · ·+ 22n(i)−2 + 22n(i),

d1
i :=

(
1

4
− 1

22n(i)

)
δ, d2

i :=

(
3

4
+

1

22n(i)

)
δ, i ∈ N.

In the first step of the construction, we put

C(t) := O, t ∈
(
−22n(1)−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22n(1)−2

]
,

C(t) := O, t ∈ (a1, b1] r
⋃
j∈N

(
j + d1

1, j + d2
1

]
,

C(t) := Cj−a1+1
1 , t ∈

(
j + d1

2, j + d2
2

]
⊂ (a1, b1] ,

for arbitrary matrices

Cj−a1+1
1 ∈ O%ε/2 (O) ∩ so(m), j ∈ {a1, . . . , b1 − 1},

and we define C so that it is linear on the intervals(
j + d1

1, j + d1
2

]
,
(
j + d2

2, j + d2
1

]
, j ∈ {a1, . . . , b1 − 1}.

In the second step, we put

C(t) := C
(
t+ 22n(1)+1

)
, t ∈

(
−22n(1)+1 − · · · − 23 − 2,−22n(1)−1 − · · · − 23 − 2

]
,
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C(t) := C
(
t− 22n(1)+2

)
, t ∈

(
2 + 22 + · · ·+ 22n(1), 2 + 22 + · · ·+ 22n(1)+2

]
,

...

C(t) := C
(
t+ 22n(2)−1

)
, t ∈

(
−22n(2)−1 − · · · − 23 − 2,−22n(2)−3 − · · · − 23 − 2

]
,

C(t) := C
(
t− 22n(2)

)
, t ∈ (a2, b2] r

⋃
j∈N

(
j + d1

2, j + d2
2

]
,

and we define C as linear on the intervals(
j + d1

2, j + d1
3

]
,
(
j + d2

3, j + d2
2

]
, j ∈ {a2, . . . , b2 − 1}.

At the same time, we define

C(t) := Cj−a2+1
2 ∈ so(m), t ∈

(
j + d1

3, j + d2
3

]
, j ∈ {a2, . . . , b2 − 1},

arbitrarily so that ∥∥C(t)− C
(
t− 22n(2)

) ∥∥ < ε

4
, t ∈ (a2, b2] .

We proceed further in the same way. In the i-th step, we put

C(t) := C
(
t+ 22n(i−1)+1

)
, t ∈

(
−22n(i−1)+1 − · · · − 23 − 2,−22n(i−1)−1 − · · · − 23 − 2

]
,

C(t) := C
(
t− 22n(i−1)+2

)
, t ∈

(
2 + 22 + · · ·+ 22n(i−1), 2 + 22 + · · ·+ 22n(i−1)+2

]
,

...

C(t) := C
(
t+ 22n(i)−1

)
, t ∈

(
−22n(i)−1 − · · · − 23 − 2,−22n(i)−3 − · · · − 23 − 2

]
,

C(t) := C
(
t− 22n(i)

)
, t ∈ (ai, bi] r

⋃
j∈N

(
j + d1

i , j + d2
i

]
, (6.21)

and we define C as a linear function on the intervals(
j + d1

i , j + d1
i+1

]
,
(
j + d2

i+1, j + d2
i

]
, j ∈ {ai, . . . , bi − 1},

and
C(t) := Cj−ai+1

i ∈ so(m), t ∈
(
j + d1

i+1, j + d2
i+1

]
, j ∈ {ai, . . . , bi − 1},

arbitrarily so that ∥∥C(t)− C
(
t− 22n(i)

) ∥∥ < ε

2i
, t ∈ (ai, bi] .

For
ζ := max

{∥∥Cj
1

∥∥ ; j ∈ {1, . . . , 22n(1)}
}
<
ε

2
,

we have

‖C(t) ‖ ≤ ζ, t ∈
(
−22n(1)−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22n(1)

]
,

‖C(t) ‖ < ζ +
ε

4
, t ∈

(
−22n(2)−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22n(2)

]
,
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...

‖C(t) ‖ < ζ +
ε

4
+ · · ·+ ε

2i
, t ∈

(
−22n(i)−1 − · · · − 23 − 2, 2 + 22 + · · ·+ 22n(i)

]
,

...

i.e., there exists ε̃ ∈ (0, ε) with the property that ‖C(t) ‖ < ε̃, t ∈ R. Thus, we obtain an
almost periodic (continuous) function C ∈ S ∩ Oσε (O).

We denote

Ii := [ai, bi] =
[
2 + 22 + · · ·+ 22n(i)−2, 2 + 22 + · · ·+ 22n(i)−2 + 22n(i)

]
.

In the construction, we can choose constant values C1
i , . . . , C

22n(i)

i on 22n(i) subintervals
of Ii, where the length of each one of these intervals is

d2
i+1 − d1

i+1 ∈
(
δ

2
, δ

)
. (6.22)

Each value Cj
i can be chosen arbitrarily from the (ε/2i)-neighbourhood of a skew-symmetric

matrix, which is given by the previous steps of the construction. Further (see (6.21)), the
function C is determined on intervals(
ai, ai + d1

i

]
,
(
ai + d2

i , ai + 1 + d1
i

]
, . . .

(
bi − 2 + d2

i , bi − 1 + d1
i

]
,
(
bi − 1 + d2

i , bi
]

by C(t) = C
(
t− 22n(i)

)
.

We repeat that C is linear on the remaining subintervals of Ii. These intervals are
denoted by J1

i , . . . , J
22n(i)+1

i , where

J2j−1
i :=

(
ai + j − 1 + d1

i , ai + j − 1 + d1
i+1

]
, j ∈ {1, . . . , 22n(i)},

J2j
i :=

(
ai + j − 1 + d2

i+1, ai + j − 1 + d2
i

]
, j ∈ {1, . . . , 22n(i)}.

(6.23)

Especially, we see that the length of each J ji is less than δ/22n(i) and that

J1
i , . . . , J

2j
i ⊂ (ai, ai + j) , J2j+1

i , . . . , J22n(i)+1

i ⊂ (ai + j, bi) , j ∈ {1, . . . , 22n(i) − 1},

i.e., the total length lki of all subintervals J ji ⊂ [ai, ai + k] is

lki <
2kδ

22n(i)
, k ∈ {1, . . . , 22n(i)}. (6.24)

Let us consider S = A+C ∈ Oσε (A). To describe the principal fundamental matrix XS,
we define

X̃ i
S(t) := XS(t), t ∈

[
ai, ai + d1

i

]
,

X̃ i
S(t) := X̃ i

S

(
ai + d1

i

)
, t ∈

(
ai + d1

i , ai + d1
i+1

]
,

X̃ i
S(t) := exp

((
A+ C1

i

) (
t− ai − d1

i+1

))
· X̃ i

S

(
ai + d1

i+1

)
, t ∈

(
ai + d1

i+1, ai + d2
i+1

]
,

X̃ i
S(t) := X̃ i

S

(
ai + d2

i+1

)
, t ∈

(
ai + d2

i+1, ai + d2
i

]
,
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X̃ i
S(t) := XS (t) ·

(
XS

(
ai + d2

i

))−1 · X̃ i
S

(
ai + d2

i

)
, t ∈

(
ai + d2

i , ai + 1 + d1
i

]
,

...

X̃ i
S(t) := XS (t) ·

(
XS

(
bi − 2 + d2

i

))−1 · X̃ i
S

(
bi − 2 + d2

i

)
,

t ∈
(
bi − 2 + d2

i , bi − 1 + d1
i

]
,

X̃ i
S(t) := X̃ i

S

(
bi − 1 + d1

i

)
, t ∈

(
bi − 1 + d1

i , bi − 1 + d1
i+1

]
,

X̃ i
S(t) := exp

((
A+ C22n(i)

i

) (
t− bi + 1− d1

i+1

))
· X̃ i

S

(
bi − 1 + d1

i+1

)
,

t ∈
(
bi − 1 + d1

i+1, bi − 1 + d2
i+1

]
,

X̃ i
S(t) := X̃ i

S

(
bi − 1 + d2

i+1

)
, t ∈

(
bi − 1 + d2

i+1, bi − 1 + d2
i

]
,

X̃ i
S(t) := XS (t) ·

(
XS

(
bi − 1 + d2

i

))−1 · X̃ i
S

(
bi − 1 + d2

i

)
, t ∈

(
bi − 1 + d2

i , bi
]
.

Since

XS (t2)−XS (t1) =

t2∫
t1

S(s)XS (s) ds, t1, t2 ∈ R,

it is valid that (see also (6.23))

∥∥∥XS (t)− X̃ i
S (t)

∥∥∥ ≤ k∑
j=1

ai+j−1+d1i+1∫
ai+j−1+d1i

‖S(s)XS (s) ‖ ds

+
k∑
j=1

ai+j−1+d2i∫
ai+j−1+d2i+1

‖S(s)XS (s) ‖ ds

(6.25)

if t ≤ ai + k, k ∈ {1, . . . , 22n(i)}. Considering S ∈ Oσε (A) and XS (t) , X̃ i
S (t) ∈ SO(m),

t ∈ R, from (6.24) and (6.25) it follows that there exists N ∈ N satisfying∥∥∥XS (t)− X̃ i
S (t)

∥∥∥ < Nk

22n(i)−1
(6.26)

for t ∈ [ai, ai + k], k ∈ {1, . . . , 22n(i)}.
Let n0 ∈ N be such that

N · 4n(i) 2n(i)

22n(i)−1
<

1

3
, i ≥ n0 (i ∈ N). (6.27)

We put X1 := −I, X2 = −I, when m is even, and

X1 :=


1 0 0 · · · 0
0 −1 0 · · · 0
0 0 −1 · · · 0
...

...
...

. . .
...

0 0 0 · · · −1

 ∈ SO(m), X2 :=


−1 · · · 0 0 0
...

. . .
...

...
...

0 · · · −1 0 0
0 · · · 0 −1 0
0 · · · 0 0 1

 ∈ SO(m)
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for odd m. If we express

X̃ i
S

(
ai + d2

i+1

)
= exp

((
A+ C1

i

) (
d2
i+1 − d1

i+1

))
· X̃ i

S

(
ai + d1

i+1

)
,

X̃ i
S

(
ai + 1 + d1

i+1

)
= XS

(
ai + 1 + d1

i

)
·
(
XS

(
ai + d2

i

))−1 · X̃ i
S

(
ai + d2

i+1

)
,

...

X̃ i
S

(
bi − 1 + d1

i+1

)
= XS

(
bi − 1 + d1

i

)
·
(
XS

(
bi − 2 + d2

i

))−1 · X̃ i
S

(
bi − 2 + d2

i+1

)
,

X̃ i
S

(
bi − 1 + d2

i+1

)
= exp

((
A+ C22n(i)

i

) (
d2
i+1 − d1

i+1

))
· X̃ i

S

(
bi − 1 + d1

i+1

)
,

X̃ i
S (bi) = XS (bi) ·

(
XS

(
bi − 1 + d2

i

))−1 · X̃ i
S

(
bi − 1 + d2

i+1

)
,

then it is seen that we can use Lemma 6.5 to choose values Cj
i on the subintervals(

ai + j − 1 + d1
i+1, ai + j − 1 + d2

i+1

]
, j ∈ {1, . . . , 22n(i)},

so that we obtain

X̃ i
S

(
ai + 2n(i)

)
= I, X̃ i

S

(
ai + 2n(i) +

(
2n(i) − 1

))
= X1,

X̃ i
S

(
ai + 3 · 2n(i)

)
= I, X̃ i

S

(
ai + 3 · 2n(i) +

(
2n(i) − 1

))
= X2,

X̃ i
S

(
ai + 4 · 2n(i) + 2n(i)

)
= I, X̃ i

S

(
ai + 4 · 2n(i) + 2n(i) +

(
2n(i) − 21

))
= X1,

X̃ i
S

(
ai + 4 · 2n(i) + 3 · 2n(i)

)
= I, X̃ i

S

(
ai + 4 · 2n(i) + 3 · 2n(i) +

(
2n(i) − 21

))
= X2,

...

X̃ i
S

(
ai + 4 (n(i)− 1) 2n(i) + 2n(i)

)
= I,

X̃ i
S

(
ai + 4 (n(i)− 1) 2n(i) + 2n(i) +

(
2n(i) − 2n(i)−1

))
= X1,

X̃ i
S

(
ai + 4 (n(i)− 1) 2n(i) + 3 · 2n(i)

)
= I,

X̃ i
S

(
ai + 4 (n(i)− 1) 2n(i) + 3 · 2n(i) +

(
2n(i) − 2n(i)−1

))
= X2.

Indeed, it suffices to consider the form of matrices

exp
((
A+ Cj

i

) (
d2
i+1 − d1

i+1

))
for which (see (6.18), (6.22))∥∥ exp

((
A+ Cj

i

) (
d2
i+1 − d1

i+1

))
− I

∥∥ < ξ,

inequality (6.20) with M ∈ N satisfying (6.19) and with

d2
i+1 − d1

i+1 >
δ

2
, 2n(i) − 1 > 2n(i) − 21 > · · · > 2n(i) − 2n(i)−1 = 2n(i)−1,

and the fact that we can choose all matrix Cj
i from the (ε/2i)-neighbourhood of a given

skew-symmetric matrix arbitrarily. Note that

ai + 4 (n(i)− 1) 2n(i) + 3 · 2n(i) +
(
2n(i) − 2n(i)−1

)
< ai + 4n(i) · 2n(i) (6.28)
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and ai + 4n(i)2n(i) < bi for sufficiently large i ∈ N, i.e., we can construct the resulting
function C with the above mentioned properties on Ii for all i ≥ n0 (see also (6.27)).

Now we use (6.26) and (6.27) in connection with (6.28). For k ∈ {1, . . . , 4n(i)2n(i)},
where i ≥ n0, we have∥∥∥XS (t)− X̃ i

S (t)
∥∥∥ < N · 4n(i) 2n(i)

22n(i)−1
<

1

3
, t ∈ [ai, ai + k]. (6.29)

Especially, for all i ≥ n0 (i ∈ N), we obtain∥∥∥XS

(
sij
)
− X̃ i

S

(
sij
) ∥∥∥ < 1

3
, j ∈ {1, . . . , 4n(i)}, (6.30)

where
si1 := ai + 2n(i), si2 := ai + 2n(i) +

(
2n(i) − 1

)
,

si3 := ai + 3 · 2n(i), si4 := ai + 3 · 2n(i) +
(
2n(i) − 1

)
,

...

si4n(i)−3 := ai + 4 (n(i)− 1) 2n(i) + 2n(i),

si4n(i)−2 := ai + 4 (n(i)− 1) 2n(i) + 2n(i) +
(
2n(i) − 2n(i)−1

)
,

si4n(i)−1 := ai + 4 (n(i)− 1) 2n(i) + 3 · 2n(i),

si4n(i) := ai + 4 (n(i)− 1) 2n(i) + 3 · 2n(i) +
(
2n(i) − 2n(i)−1

)
.

We recall that we need to prove that any non-trivial solution of S is not almost periodic.
By contradiction, suppose that the solution

x(t) = XS(t) · u (6.31)

of the Cauchy problem
x′(t) = S(t) · x(t), x(0) = u,

where u ∈ Rm, ||u ||2 = 1, is almost periodic. Applying Theorem 5.5 for ε = 1/3 and
si = 2n(i), i ∈ N, we obtain∥∥x (t+ 2n(i(1))

)
− x

(
t+ 2n(i(2))

) ∥∥
2
<

1

3
, t ∈ R, (6.32)

for all i(1), i(2) from an infinite set N0 ⊆ N.
It is immediately seen that

max {||X1 · u− u ||2, ||X2 · u− u ||2} ≥ 1. (6.33)

Thus, from the construction, (6.30), (6.33), and from∥∥∥ X̃ i
S(t) · u− X̃ i

S(s) · u
∥∥∥

2
≤
∥∥∥ X̃ i

S(t) · u−XS(t) · u
∥∥∥

2

+ ‖XS(t) · u−XS(s) · u ‖2 +
∥∥∥XS(s) · u− X̃ i

S(s) · u
∥∥∥

2
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for
t = si4, s = si3; t = si2, s = si1;

...

t = si4n(i), s = si4n(i)−1; t = si4n(i)−2, s = si4n(i)−3,

respectively, it follows

1 <
1

3
+
∥∥XS

(
si4j
)
· u−XS

(
si4j−1

)
· u
∥∥

2
+

1

3

or

1 <
1

3
+
∥∥XS

(
si4j−2

)
· u−XS

(
si4j−3

)
· u
∥∥

2
+

1

3

for j ∈ {1, . . . , n(i)}. Hence, we have

max
{∥∥XS

(
si4j
)
· u−XS

(
si4j−1

)
· u
∥∥

2
,
∥∥XS

(
si4j−2

)
· u−XS

(
si4j−3

)
· u
∥∥

2

}
>

1

3
(6.34)

for all j ∈ {1, . . . , n(i)} and i ≥ n0. Since

si2 − si1 = 2n(i) − 1 = si4 − si3,

si6 − si5 = 2n(i) − 21 = si8 − si7,
...

si4n(i)−2 − si4n(i)−3 = 2n(i) − 2n(i)−1 = si4n(i) − si4n(i)−1,

inequality (6.34) implies (see (6.31))

sup
t∈R

∥∥x(t)− x
(
t+ 2n(i) − 2j−1

) ∥∥
2
>

1

3
(6.35)

for all i ≥ n0 and j ∈ {1, . . . , n(i)}. Of course, we can rewrite (6.32) into

sup
t∈R

∥∥x(t)− x
(
t+ 2n(i(2)) − 2n(i(1))

) ∥∥
2
≤ 1

3
, i(1), i(2) ∈ N0.

Considering (6.35), we see that (6.32) cannot be true for all i(1), i(2) from an infinite
set N0. This contradiction proves the theorem.

The presented process can be applied to prove the existence of systems from S with
several properties. For example, we mention the following result.

Theorem 6.8. Let A ∈ S and ε > 0 be arbitrarily given. There exists B ∈ Oσε (A) with
the property that

{XB(t); t ∈ R} = SO(m).
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Proof. Let a sequence {Xk}k∈N ⊂ SO(m) be dense in SO(m). In the proof of Theorem 6.7,
we can replace considered matrices X1, X2 by arbitrary matrices Xk, Xk+1. Thus, there is
shown the existence of a system S = A+ C ∈ Oσε (A) with the property that (see (6.29))

∥∥XS

(
sij
)
−Xj

∥∥ < N · 4n(i) 2n(i)

22n(i)−1

for some sij ∈ R and all j ∈ {1, . . . , 2n(i)}, i ≥ n0. Now it suffices to consider that

lim
i→∞

N · 4n(i) 2n(i)

22n(i)−1
= 0.

At the end, we remark that the question of generalizations of Theorems 6.1 and 6.7
concerning other homogeneous linear differential systems, which can have only almost pe-
riodic solutions, remains open (contrary to the corresponding discrete case, see Chapters 2
and 4).



Chapter 7

Values of almost periodic and limit
periodic functions

In this chapter, we prove two theorems about almost periodic and limit periodic func-
tions having given values. These theorems correspond to Theorem 3.1, where it is shown
that, for any countable and totally bounded set, there exists a limit periodic sequence
whose range is this set. In the statements of the presented results, we need that the
totally bounded set is the range of a uniformly continuous function ϕ for which the
set {ϕ(k); k ∈ Z} is finite (in the almost periodic case) or the uniformly continuous func-
tion takes a value periodically (in the limit periodic case). We also construct limit periodic
functions whose ranges contain arbitrarily given totally bounded sequences if one requires
the connection by arcs of the space of values.

7.1 Preliminaries

We put R+
0 := [0,∞). Let X 6= ∅ be an arbitrary set and let % : X × X → R+

0 be
a pseudometric on X . For given ε > 0 and x ∈ X , the ε-neighbourhood of x is denoted
by Oε(x).

7.2 Functions with given values

At first, we construct an almost periodic function with given values. Concerning a con-
tinuous counterpart of Theorem 3.1 (or directly Definition 5.1 and Lemma 5.4), the given
set of values has to be the totally bounded range of a continuous function. In addition,
any almost periodic function is uniformly continuous (see Lemma 5.3). Considering these
facts, we formulate the following theorem.

Theorem 7.1. Let ϕ : R → X be a uniformly continuous function such that the set
{ϕ(k); k ∈ Z} is finite and the set {ϕ(t); t ∈ R} is totally bounded. Then, there exists an

158
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almost periodic function ψ with the property that

{ψ(k); k ∈ Z} = {ϕ(k); k ∈ Z}, {ψ(t); t ∈ R} = {ϕ(t); t ∈ R} (7.1)

and that, for any l ∈ Z, there exists q(l) ∈ N for which

ψ(l + s) = ψ(l + s+ jq(l)), j ∈ Z, s ∈ [0, 1). (7.2)

Proof. We construct ψ : R→ X applying Corollary 5.23 similarly as {ψk} applying Corol-
lary 1.28 in the proof of Theorem 3.1. Considering that the set {ϕ(k); k ∈ Z} is finite, let
sufficiently large M,N ∈ Z have the property that ϕ(M) = ϕ(N) and that, for any l ∈ Z,
there exists j(l) ∈ {N,N + 1, . . . ,M − 1} for which

ϕ(l) = ϕ(j(l)), ϕ(l + 1) = ϕ(j(l) + 1). (7.3)

Without loss of generality, we can assume that N = 0 because, if N < 0, then we can
redefine finitely many the below given εi and put ψ ≡ ϕ on a sufficiently large interval.

Since ϕ is uniformly continuous with totally bounded range (see also (7.3)), for arbi-
trarily small ε > 0, there exist l1(ε), . . . , lm(ε)(ε) ∈ Z such that, for any l ∈ Z, we have

% (ϕ(l + s), ϕ(li + s)) < ε, s ∈ [0, 1],

for at least one integer li ∈ {l1(ε), . . . , lm(ε)(ε)}. We put εi := 2−i, i ∈ N, i.e.,

li1 := l1(2−i), . . . , lim(i) := lm(2−i)

(
2−i
)
, i ∈ N.

In addition, we assume that

{lij; j ∈ {1, . . . ,m(i)}, i ∈ N} = Z. (7.4)

First we define
ψ(t) := ϕ(t), t ∈ [0,M ]. (7.5)

We choose arbitrary n(1) ∈ N for which 22n(1)M > m(1). There exist (see (7.3))

j1
1 , j

1
2 , . . . , j

1
m(1) ∈ {0, 1, . . . ,M − 1}

such that
ϕ(l11) = ψ(j1

1), ϕ(l11 + 1) = ψ(j1
1 + 1),

ϕ(l12) = ψ(j1
2), ϕ(l12 + 1) = ψ(j1

2 + 1),

...

ϕ(l1m(1)) = ψ(j1
m(1)), ϕ(l1m(1) + 1) = ψ(j1

m(1) + 1).

We define
ψ(s+M + j1

1) := ϕ(s+ l11), s ∈ [0, 1],

ψ(t) := ψ(t−M), t ∈ (M, 2M ] r [M + j1
1 ,M + j1

1 + 1],

ψ(s+ 2M + j1
2) := ϕ(s+ l12), s ∈ [0, 1],
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ψ(t) := ψ(t− 2M), t ∈ (2M, 3M ] r [2M + j1
2 , 2M + j1

2 + 1],

...

ψ(s+m(1)M + j1
m(1)) := ϕ(s+ l1m(1)), s ∈ [0, 1],

ψ(t) := ψ(t−m(1)M), t ∈ (m(1)M, (m(1) + 1)M ]r [m(1)M + j1
m(1),m(1)M + j1

m(1) + 1],

and we define ψ as periodic with period M on

[−(22n(1)−1 + · · ·+ 23 + 2)M, (2 + 22 + · · ·+ 22n(1))M ] r (M, (m(1) + 1)M).

It is easily to see that we construct ψ as in Corollary 5.23 for

εi := L, i ∈ {1, . . . , 2n(1) + 1}, (7.6)

if L > 0 is sufficiently large.
In the second step, we choose n(2) > n(1) +m(2) (n(2) ∈ N) and we put

ψ(t) := ψ(t+ 22n(1)+1M), t ∈ [−(22n(1)+1 + · · ·+ 2)M, · · · ,−(22n(1)−1 + · · ·+ 2)M),

ψ(t) := ψ(t− 22n(1)+2M), t ∈ ((2 + · · ·+ 22n(1))M, . . . , (2 + · · ·+ 22n(1)+2)M ],

...

ψ(t) := ψ(t+ 22n(2)−1M), t ∈ [−(22n(2)−1 + · · ·+ 2)M, · · · ,−(22n(2)−3 + · · ·+ 2)M),

and
εi := 0, i ∈ {2n(1) + 2, . . . , 2n(2)}, ε2n(2)+1 := 2−1. (7.7)

From n(2) > n(1) + m(2) and the above construction, we see that, for each integer j,
1 ≤ j ≤ m(1), there exist at least 2m(2) + 2 intervals of the form

[a, a+ 1] ⊂ [−(22n(2)−1 + · · ·+ 2)M, . . . , (22n(2)−2 + · · ·+ 2)M ]

such that a ∈ Z and

ψ|[a,a+1] ≡ ϕ|[l1j ,l1j+1], i.e., ψ(s+ a) = ϕ(s+ l1j ), s ∈ [0, 1].

Hence, we can define continuous

ψ(t) ∈ Oε2n(2)+1

(
ψ(t− 22n(2)M)

)
, t ∈ ((2 + · · ·+ 22n(2)−2)M, . . . , (2 + · · ·+ 22n(2))M ],

for which
ψ|[22n(2)M,22n(2)M+1] ≡ ψ|[0,1],

ψ|[k,k+1] ≡ ψ|[0,1] for some k,

k ∈ {(2 + · · ·+ 22n(2)−2)M, . . . , (2 + · · ·+ 22n(2))M − 1}r {22n(2)M},
and

ψ|[l,l+1] ≡ ϕ|[j(l),j(l)+1], l ∈ {(2 + · · ·+ 22n(2)−2)M, . . . , (2 + · · ·+ 22n(2))M − 1},
some j(l) ∈ {0, . . . ,M − 1, l11, . . . , l

1
m(1), l

2
1, . . . , l

2
m(2)},
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{ϕ(t); t ∈ [l11, l
1
1 + 1] ∪ · · · ∪ [l1m(1), l

1
m(1) + 1] ∪ [l21, l

2
1 + 1] ∪ · · · ∪ [l2m(2), l

2
m(2) + 1]}

⊆ {ψ(t); t ∈ [(2 + · · ·+ 22n(2)−2)M, . . . , (2 + · · ·+ 22n(2))M ]}.

In the third step, we choose n(3) > n(2) +m(3) (n(3) ∈ N) and we construct ψ for

εi := 0, i ∈ {2n(2) + 2, . . . , 2n(3)}, ε2n(3)+1 := 2−2. (7.8)

We have continuous

ψ(t) ∈ Oε2n(3)+1

(
ψ(t− 22n(3)M)

)
, t ∈ ((2 + · · ·+ 22n(3)−2)M, . . . , (2 + · · ·+ 22n(3))M ],

satisfying

ψ|[l,l+1] ≡ ϕ|[j(l),j(l)+1], l ∈ {(2 + · · ·+ 22n(3)−2)M, . . . , (2 + · · ·+ 22n(3))M − 1},
at least one j(l) ∈ {0, . . . ,M − 1, l11, l

1
2, . . . , l

3
m(3)},

{ϕ(t); t ∈ [l11, l
1
1 + 1] ∪ [l12, l

1
2 + 1] ∪ · · · ∪ [l3m(3), l

3
m(3) + 1]}

⊆ {ψ(t); t ∈ [(2 + · · ·+ 22n(3)−2)M, . . . , (2 + · · ·+ 22n(3))M ]}.
In addition, we have

ψ|[l,l+1] ≡ ψ|[0,1], l ∈{j 22n(2)M ; j ∈ Z}
∩ {−(22n(3)−1 + · · ·+ 2)M, . . . , (2 + · · ·+ 22n(3))M − 1},

ψ|[22n(3)M+1,22n(3)M+2] ≡ ψ|[1,2], ψ|[22n(3)M−1,22n(3)M] ≡ ψ|[−1,0],

ψ|[k,k+1] ≡ ψ|[1,2] for some k,

k ∈ {(2 + · · ·+ 22n(3)−2)M, . . . , (2 + · · ·+ 22n(3))M − 1}r {22n(3)M + 1},

ψ|[k,k+1] ≡ ψ|[−1,0] for some k,

k ∈ {(2 + · · ·+ 22n(3)−2)M, . . . , (2 + · · ·+ 22n(3))M − 1}r {22n(3)M − 1}.

Continuing in the same manner, in the i-th step, we choose n(i) > n(i − 1) + m(i)
(n(i) ∈ N) and we construct ψ for

εk := 0, k ∈ {2n(i− 1) + 2, . . . , 2n(i)}, ε2n(i)+1 := 2−i+1. (7.9)

For simplicity, let i − 2 < 22n(2)M (see also the proof of Theorem 3.1 for j 22n(2) replaced
by [j 22n(2)M, j 22n(2)M + 1], 1 + j 22n(3) by [1 + j 22n(3)M, 1 + j 22n(3)M + 1], and so on).
Again, for each j(1) ∈ {1, . . . , i−1}, j(2) ∈ {1, . . . ,m(j(1))}, there exist at least 2m(i) + 2
integers

l ∈{−(22n(i)−1 + · · ·+ 2)M, . . . , (2 + · · ·+ 22n(i)−2)M − 1}
r ({j 22n(2)M ; j ∈ Z} ∪ {1 + j 22n(3)M ; j ∈ Z} ∪ {−1 + j 22n(3)M ; j ∈ Z}∪

· · · ∪ {i− 3 + j 22n(i−1)M ; j ∈ Z} ∪ {3− i+ j 22n(i−1)M ; j ∈ Z})

such that
ψ|[l,l+1] ≡ ϕ|[

l
j(1)
j(2)

,l
j(1)
j(2)

+1
].



7.2 Functions with given values 162

Thus, we can define continuous

ψ(t) ∈ Oε2n(i)+1

(
ψ(t− 22n(i)M)

)
, t ∈ ((2 + · · ·+ 22n(i)−2)M, . . . , (2 + · · ·+ 22n(i))M ],

satisfying

ψ|[l,l+1] ≡ ϕ|[j(l),j(l)+1], l ∈ {(2 + · · ·+ 22n(i)−2)M, . . . , (2 + · · ·+ 22n(i))M − 1},
at least one j(l) ∈ {0, . . . ,M − 1, l11, l

1
2, . . . , l

i
m(i)},

{ϕ(t); t ∈ [l11, l
1
1 + 1] ∪ [l12, l

1
2 + 1] ∪ · · · ∪ [lim(i), l

i
m(i) + 1]}

⊆ {ψ(t); t ∈ [(2 + · · ·+ 22n(i)−2)M, . . . , (2 + · · ·+ 22n(i))M ]}.
(7.10)

In addition, we can define ψ so that

ψ|[l,l+1] ≡ ψ|[0,1], l ∈{j 22n(2)M ; j ∈ Z}
∩ {−(22n(i)−1 + · · ·+ 2)M, . . . , (2 + · · ·+ 22n(i))M − 1},

ψ|[l,l+1] ≡ ψ|[1,2], l ∈{1 + j 22n(3)M ; j ∈ Z}
∩ {−(22n(i)−1 + · · ·+ 2)M, . . . , (2 + · · ·+ 22n(i))M − 1},

ψ|[l,l+1] ≡ ψ|[−1,0], l ∈{−1 + j 22n(3)M ; j ∈ Z}
∩ {−(22n(i)−1 + · · ·+ 2)M, . . . , (2 + · · ·+ 22n(i))M − 1},

...

ψ|[l,l+1] ≡ ψ|[i−3,i−2], l ∈{i− 3 + j 22n(i−1)M ; j ∈ Z}
∩ {−(22n(i)−1 + · · ·+ 2)M, . . . , (2 + · · ·+ 22n(i))M − 1},

ψ|[l,l+1] ≡ ψ|[3−i,4−i], l ∈{3− i+ j 22n(i−1)M ; j ∈ Z}
∩ {−(22n(i)−1 + · · ·+ 2)M, . . . , (2 + · · ·+ 22n(i))M − 1},

ψ|[22n(i)M+i−2,22n(i)M+i−1] ≡ ψ|[i−2,i−1], ψ|[22n(i)M+2−i,22n(i)M+3−i] ≡ ψ|[2−i,3−i],

ψ|[k,k+1] ≡ ψ|[i−2,i−1] for some k,

k ∈ {(2 + · · ·+ 22n(i)−2)M, . . . , (2 + · · ·+ 22n(i))M − 1}r {22n(i)M + i− 2},

ψ|[k,k+1] ≡ ψ|[2−i,3−i] for some k,

k ∈ {(2 + · · ·+ 22n(i)−2)M, . . . , (2 + · · ·+ 22n(i))M − 1}r {22n(i)M + 2− i}.
Evidently, it is valid

% (ϕ(i), ϕ(j)) ≥ 2−K or % (ϕ(i), ϕ(j)) = 0

for all i, j ∈ Z and some K ∈ N. If we begin the construction by

lK1 := l1
(
2−K

)
, . . . , lKm(K) := lm(2−K)

(
2−K

)
,

then we have to obtain
ψ(k) = ψ(k +M), k ∈ Z.
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Hence, we can construct the above ψ in order that the sequence {ψ(k)}k∈Z is periodic with
period M which gives (5.14) and the continuity of ψ. We construct ψ using the process
from Corollary 5.23 for all i ∈ N and we obtain an almost periodic function ψ : R → X .
Indeed, we have (7.5) and, summarizing (7.6), (7.7), (7.8), . . . , (7.9), . . . , we get (5.13)
(see also (3.22)). For periodic {ψ(k)}k∈Z, the first identity in (7.1) follows from (7.3)
and (7.5) and the second one from the construction, (7.4), and (7.10). As in the proof of
Theorem 3.1, we see that, for any l ∈ Z, there exists i(l) ∈ N satisfying

ψ|[k,k+1] ≡ ψ|[l,l+1], k ∈ {l + j 22n(i(l))M ; j ∈ Z}.

Thus, we obtain (7.2) for q(l) = 22n(i(l))M .

As an example which illustrates the previous theorem, we mention the following result.

Corollary 7.2. For any continuous function F : [0, 1]→ X , there exists an almost periodic
function ψ with the property that

{ψ(t); t ∈ R} = {F (t); t ∈ (0, 1)}.

Proof. It suffices to show, that there exists a uniformly continuous function ϕ : R → X
for which {ϕ(k); k ∈ Z} = {F (1/2)} and {ϕ(t); t ∈ R} = {F (t); t ∈ (0, 1)}, and to apply
Theorem 7.1. For example, one can put

ϕ(k + s) := F

(
1

2
+ s

)
, k ∈ N, s ∈

[
0,

k

2k + 1

)
,

ϕ(k + s) := F

(
1

2
+

k

2k + 1

)
, k ∈ N, s ∈

[
k

2k + 1
, 1− k

2k + 1

)
,

ϕ(k + s) := F

(
1

2
+ 1− s

)
, k ∈ N, s ∈

[
1− k

2k + 1
, 1

)
;

ϕ(k + s) := F

(
1

2
− s
)
, k ∈ Z r N, s ∈

[
0,

k

2k − 1

)
,

ϕ(k + s) := F

(
1

2
− k

2k − 1

)
, k ∈ Z r N, s ∈

[
k

2k − 1
, 1− k

2k − 1

)
,

ϕ(k + s) := F

(
1

2
+ s− 1

)
, k ∈ Z r N, s ∈

[
1− k

2k − 1
, 1

)
.

In the limit periodic case, we obtain:

Theorem 7.3. Let F : R → X be a uniformly continuous function. If the range of F is
totally bounded and F (p) = F (p + kr) for all k ∈ Z and some p ∈ R, r > 0, then there
exists a limit periodic function f : R→ X such that

{f(t); t ∈ R} = {F (t); t ∈ R} (7.11)

and that, for every l ∈ Z, one can find q(l) ∈ N for which

f(l + s) = f (l + s+ jq(l)) , j ∈ Z, s ∈ [0, 1]. (7.12)
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Proof. We consider the function G : R→ X given by the formula

G(t) := F (rt+ p) , t ∈ R.

We see that G(0) = G(k), k ∈ Z, and that

{G(t); t ∈ R} = {F (t); t ∈ R}. (7.13)

Since G is a uniformly continuous function whose range is totally bounded, for all ε > 0,
there exists m = m(ε) ∈ Nr {1} satisfying

% (G(l + s), G(j + s)) < ε (7.14)

for all l ∈ Z, s ∈ [0, 1], and at least one j = j(l) ∈ {−m, . . . , 0, . . . ,m−1}. We can assume
that

m(ε)→∞ if ε→ 0+. (7.15)

Firstly, we put
X := {G(t); t ∈ R}, (7.16)

m(n) := m
(
2−n
)
, n ∈ N,

and
f 1(s+ 2lm(1)) := G(s), s ∈ [−m(1),m(1)), l ∈ Z.

In the second step, we define a periodic continuous function f 2 : R → X with period
22m(1)m(2) arbitrarily so that

f 2(s) = f 1(s), s ∈ [−m(1),m(1)),

f 2 (s+ 2m(1)m(2)) = f 1(s), s ∈ [−1, 1),{
f 2(s); s ∈ [−2m(1)m(2) + 1,−1) ∪ [1, 2m(1)m(2)− 1)

}
= {G(s); s ∈ [−m(2),m(2)]} ,

and

%
(
f 2(t), f 1(t)

)
<

1

2
, t ∈ R. (7.17)

In fact, using (7.14), one can choose this function f 2 in such a way that, for each
j ∈ {−2m(1)m(2), . . . , 2m(1)m(2)− 1}, there exists

i = i(j) ∈ {−m(2), . . . ,m(2)− 1}

having the property
f 2(s+ j) = G(s+ i), s ∈ [0, 1].

Henceforth, we assume that we choose all functions fn in this way.
In the third step, we define a periodic continuous function f 3 : R → X with period

23m(1)m(2)m(3) arbitrarily so that

f 3(s) = f 2(s), s ∈ [−2m(1)m(2), 2m(1)m(2)),

f 3 (s+ 2m(1)m(2)k) = f 2(s), s ∈ [−1, 1), k ∈ Z,
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f 3
(
s+ 22m(1)m(2)m(3)

)
= f 2(s), s ∈ [−2, 2),

and

%
(
f 3(t), f 2(t)

)
<

1

22
, t ∈ R, (7.18){

f 3(s); s ∈ I3

}
= {G(s); s ∈ [−m(3),m(3)]} ,

where

I3 :=
{[
−22m(1)m(2)m(3) + 2,−2

)
∪
[
2, 22m(1)m(2)m(3)− 2

)}
r
⋃
k∈Z

[2m(1)m(2)k − 1, 2m(1)m(2)k + 1) .

In the general n-th step, we define a periodic continuous function fn : R → X with
period 2nm(1)m(2) · · ·m(n) arbitrarily so that

fn(s) = fn−1(s), s ∈
[
−2n−2m(1)m(2) · · ·m(n− 1), 2n−2m(1)m(2) · · ·m(n− 1)

)
,

fn (s+ 2m(1)m(2)k) = fn−1(s), s ∈ [−1, 1), k ∈ Z,

fn
(
s+ 22m(1)m(2)m(3)k

)
= fn−1(s), s ∈ [−2, 2), k ∈ Z,
...

fn
(
s+ 2n−2m(1)m(2) · · ·m(n− 1)k

)
= fn−1(s), s ∈ [−n+ 2, n− 2), k ∈ Z,

fn
(
s+ 2n−1m(1)m(2) · · ·m(n)

)
= fn−1(s), s ∈ [−n+ 1, n− 1),

and

%
(
fn(t), fn−1(t)

)
<

1

2n−1
, t ∈ R, (7.19)

{fn(s); s ∈ In} = {G(s); s ∈ [−m(n),m(n)]} , (7.20)

where

In :=
{[
−2n−1 · · ·m(n) + n− 1,−n+ 1

)
∪
[
n− 1, 2n−1 · · ·m(n)− n+ 1

)}
r
{ ⋃

k∈Z

[2m(1)m(2)k − 1, 2m(1)m(2)k + 1)∪⋃
k∈Z

[
22m(1)m(2)m(3)k − 2, 22m(1)m(2)m(3)k + 2

)
∪ · · · ∪

⋃
k∈Z

[
2n−2m(1) · · ·m(n− 1)k − n+ 2, 2n−2m(1) · · ·m(n− 1)k + n− 2

)}
.

We can define function f : R→ X by

f(t) := lim
n→∞

fn(t), t ∈ R, (7.21)

because

fn(s) = fn+i(s), n, i ∈ N, s ∈
[
−2n−1m(1) · · ·m(n), 2n−1m(1) · · ·m(n)

)
. (7.22)
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The inequality

% (f(t), fn(t)) ≤ %
(
fn+1(t), fn(t)

)
+ %

(
fn+2(t), fn+1(t)

)
+ · · ·

<
1

2n
+

1

2n+1
+ · · · = 1

2n−1
, t ∈ R, n ∈ N,

which follows from (7.19) (consider together with (7.17), (7.18)), implies the limit periodi-
city of f defined in (7.21).

The resulting function f satisfies (7.11) and (7.12). Immediately, we obtain (7.11) from
(7.15), (7.20) (see also (7.13), (7.16)), and (7.22). Let n ∈ N be arbitrary. Considering the
construction above, we have

fn+i (s+ 2nm(1) · · ·m(n+ 1)j) = fn+1(s), s ∈ [−n, n], j ∈ Z, i ∈ N.

Finally, we get (7.12) for

q(l) = 2| l |+1m(1)m(2) · · ·m(| l |+ 2), l ∈ Z.

Remark 7.4. As in Section 3.2, we can formulate Theorem 7.3 in the form when X is
a uniform space with a countable fundamental system of entourages. We refer to the
references mentioned in Section 3.2. 4

Remark 7.5. Here, we comment the periodic condition on F in the theorem above. With-
out the requirement that there exist p ∈ R and r > 0 such that F (p) = F (p+ kr), k ∈ Z,
Theorem 7.3 is not valid.

For example, there exists a uniformly continuous function F : R→ R2 whose range is

{F (t); t ∈ R} =

{[
x, sin

1

x

]
; x ∈ (0, 1]

}
. (7.23)

Suppose that a limit periodic function f : R→ R2 satisfies (7.11) and (7.12). There exist
j ∈ Z and a ∈ (0, 1] for which (see (7.11) and (7.23))

{f(t); t ∈ [j, j + 1]} =

{[
x, sin

1

x

]
; x ∈ [a, 1]

}
. (7.24)

Let us consider q(j) from the statement of Theorem 7.3. Since f is uniformly continuous,
there exists b ∈ (0, a) such that

{f(t); t ∈ [i, i+ 1 + q(j)]} ⊆
{[

x, sin
1

x

]
; x ∈ [b, 1]

}
for all i ∈ Z if

[1, sin 1] ∈ {f(t); t ∈ [i, i+ 1 + q(j)]}. (7.25)

Nevertheless, (7.25) follows from (7.12) and (7.24). Thus, we have

{f(t); t ∈ R} ⊆
{[

x, sin
1

x

]
; x ∈ [b, 1]

}
. (7.26)

This contradiction (given by (7.11) and (7.26)) shows that the periodic condition on F
cannot be omitted. 4



7.2 Functions with given values 167

Immediately, from Theorem 7.3, we get the following consequence.

Corollary 7.6. Let F : R → X be a uniformly continuous function. If the range of F is
totally bounded and F (p) = F (p + kr) for all k ∈ Z and some p ∈ R, r > 0, then there
exists an almost periodic function f : R→ X such that (7.11) is valid and that, for every
l ∈ Z, one can find q(l) ∈ N for which (7.12) is valid.

Important cases of pseudometric spaces are covered by the spaces whose elements can
be connected by arcs.

Corollary 7.7. Let F : R → X be a uniformly continuous function whose range X :=
{F (t); t ∈ R} is totally bounded. If all x, y ∈ X can be connected in X by continuous
curves which depend uniformly continuously on x and y, then there exists a limit periodic
function f : R→ X such that

{F (t); t ∈ R} ⊆ {f(t); t ∈ R} (7.27)

and that, for every l ∈ Z, one can find q(l) ∈ N for which (7.12) is valid.

Proof. Let us choose t0 ∈ R arbitrarily and consider continuous functions gk : [0, 1] → X ,
k ∈ Z, for which

gk(0) = F (k), gk

(
1

2

)
= F (t0), gk(1) = F (k).

We define G : R→ X as

G(2k + s) := F (k + s), G(2k + 1 + s) := gk+1(s), k ∈ Z, s ∈ [0, 1).

We can assume (consider directly the statement of the corollary) that, for any ε > 0, there
exists δ(ε) > 0 such that

% (gk(s), gl(s)) < ε, s ∈ [0, 1],

if
% (gk(0), gl(0)) = % (F (k), F (l)) < δ(ε)

for arbitrary k, l ∈ Z.
Thus, there exists a uniformly continuous function G : R→ X with a totally bounded

range and with the properties

G

(
3

2
+ 2k

)
= F (t0), k ∈ Z,

{F (t); t ∈ R} ⊆ {G(t); t ∈ R}. (7.28)

Using Theorem 7.3 for this functionG, we get a limit periodic function f : R→ X satisfying

{f(t); t ∈ R} = {G(t); t ∈ R} (7.29)

and (7.12). Finally, (7.28) and (7.29) give (7.27).

Especially, from the proof of Corollary 7.7, we obtain the last result.

Corollary 7.8. Let F : R → X be a uniformly continuous function whose range X :=
{F (t); t ∈ R} is totally bounded. If there exists x ∈ X such that x and F (k) for k ∈ Z
can be connected in X by continuous curves which depend uniformly continuously on F (k),
then one can construct a limit periodic function f : R→ X satisfying (7.11) and (7.12).
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(12) Hasil, P.; Veselý, M.: Conditional oscillation of Riemann–Weber half-linear differen-
tial equations with asymptotically almost periodic coefficients. Studia Sci. Math.
Hungar. 51 (2014), no. 3, 303–321.
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(20) Hasil, P.; Veselý, M.: Oscillation constant for modified Euler type half-linear equa-
tions. Electron. J. Differential Equations 2015, no. 220, 1–14.
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spaces. Bul. Ştiinţ. Tehn. Inst. Politehn. “Traian Vuia” Timişoara Ser. Mat. Fiz.
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[125] Lipnitskĭı, A. V.: On the singular and higher characteristic exponents of an almost
periodic linear differential system that depends affinely on a parameter. Differ. Uravn.
42 (2006), no. 3, 347–355, 430; translation in: Differ. Equ. 42 (2006), no. 3, 369–379.

[126] Lizama, C.; Mesquita, J. G.: Almost automorphic solutions of non-autonomous dif-
ference equations. J. Math. Anal. Appl. 407 (2013), no. 2, 339–349.

[127] Lizama, C.; Mesquita, J. G.; Ponce, R.: A connection between almost periodic func-
tions defined on timescales and R. Appl. Anal. 93 (2014), no. 12, 2547–2558.

[128] Maak, W.: Fastperiodische Funktionen. Springer-Verlag, Berlin, 1950.

[129] Malkin, I. G.: Some problems of the theory of nonlinear oscillations. Springer-Verlag,
New York, 1991.

[130] Mauclaire, J.-L.: Suites limite-périodiques et théorie des nombres. I. Proc. Japan
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