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Abstract

This thesis deals with deformations of string sigma models which have the property that
they preserve integrability. This means that starting from an integrable string sigma
model and deforming it one obtains a new integrable model, which reduces to the original
one when the deformation parameter is taken to zero. There are different types of such
deformations but a large class, which we will focus on here, are the so-called Yang-Baxter
deformations. They are defined by a constant matrix R which solves the classical Yang-
Baxter equation. After introducing these deformations in the simplest setting of the
Principal Chiral Model we will describe their close relation to the transformation known
as non-abelian T-duality. In the case of string theory there are additional conditions on
the sigma model. In particular, it must be Weyl invariant. We show that Yang-Baxter
deformations preserve the Weyl invariance to at least two loop order in the sigma model
perturbation theory, provided R satisfies a so-called unimodularity condition. The proof
of this important fact is greatly simplified by working in a formalism with an enlarged
symmetry group, known as Double Field Theory. This also allows us to find the first
quantum (α′) correction to these deformed models.

1



List of included papers

This thesis is based on the following papers:

[I] S. Hronek and L. Wulff, “Relaxing unimodularity for Yang-Baxter deformed strings,”
JHEP 10 (2020), 065 [arXiv:2007.15663 [hep-th]].

[II] R. Borsato and L. Wulff, “Quantum Correction to Generalized T Dualities,” Phys.
Rev. Lett. 125 (2020) no.20, 201603 [arXiv:2007.07902 [hep-th]].
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Chapter 1

Introduction

This thesis summarizes work done over the past five years on the topic of integrable defor-
mations of string sigma models. It consists of nine papers together with an introductory
part explaining some of the important results in those papers and giving important back-
ground. To keep things as simple as possible we focus on the Principal Chiral Model for
introducing the Yang-Baxter deformation and non-abelian T-duality (Chapter 2), and on
the bosonic string when we discuss deformations of string sigma models and Weyl invari-
ance (Chapters 3 & 4). Many extensions of the results, as well as a more complete list of
references, can be found in the papers.

Two-dimensional non-linear sigma models have many applications in physics. Here we
will mainly be interested in the application to string theory where certain two-dimensional
sigma models describe the dynamics of the string itself. The action of the non-linear sigma
model takes the form

S =

∫
d2ξ ∂+x

m∂−x
n (Gmn(x) +Bmn(x)) , (1.1)

where the 2d coordinates are ξ0, ξ1 and we have defined the light-cone derivatives ∂± =
∂/∂ξ0 ± ∂/∂ξ1. This is a theory of D scalar fields, xm = xm(ξ), m = 0, . . . , D − 1, from
the 2d point of view. The reason we call them x is that these fields can be interpreted
as coordinates of a D-dimensional space, which we will often refer to as the background
(or target space). The matrices Gmn(x) and Bmn(x) are symmetric and anti-symmetric
respectively and the first is required to be non-degenerate and therefore can be interpreted
as a metric on the D-dimensional background. For the applications we have in mind both
the 2d metric and the background metric Gmn will be taken to be Lorentzian. The
simplest example being Gmn = ηmn = diag(−1, 1, . . . , 1), the D-dimensional Minkowski
metric and Bmn = 0. In that case we have a theory of D free scalars which we can easily
solve. However, for general functions Gmn(x) and Bmn(x) we don’t know how to solve the
theory, particularly at the quantum level. But it turns out that there exist special choices
of Gmn and Bmn for which the theory can be essentially solved, in particular the energy
spectrum can be fully determined. This happens when the theory has hidden symmetries
which lead to infinitely many conserved charges. Such theories are called integrable.1

1In general an integrable theory should have as many conservation laws as degrees of freedom. In our
case we are dealing with a field theory which has degrees of freedom living at each point in spacetime so
we need infinitely many conservation laws.
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An example where this happens is when Gmn is the metric on a group manifold while
Bmn = 0, as we will see in the next chapter. In this case the model is known as the
Principal Chiral Model (PCM). Such integrable models are very useful since they are
solvable, at least in a certain sense, and therefore one can learn a lot about them and
they can serve as toy models for more complicated systems. However, finding models that
are integrable is very hard. A strategy which has proven very useful is to ask instead the
following question: suppose we have an integrable sigma model such as the PCM, is there
a way to modify it a little bit while still preserving the integrability of the model. This
turns out to be possible in many cases and the resulting model is then called an integrable
deformation of the original model. A large class of such integrable deformations are the
so-called Yang-Baxter (YB) deformations, which we will introduce in the next chapter
and which will be the main topic of this thesis.

The rest of the introductory part of this thesis is organized as follows. In chapter 2
we will introduce the YB deformation of the PCM. Then we will introduce an operation
known as non-abelian T-duality (NATD), which is a certain non-local field redefinition
in the sigma model. Finally we will see how the so-called homogeneous YB deformations
can be constructed using NATD. The PCM is not a string sigma model but it is useful as
a simple toy model to introduce the basic ideas.

In chapter 3 we will introduce the bosonic string and the requirement of Weyl invari-
ance which forces the background fields to solve a generalization of Einstein’s equations.
Then we will generalize the YB deformation to the case of the bosonic string. To verify
that the deformed model solves the Weyl invariance conditions directly turns out to be
very hard. For this reason a reformulation of these conditions, featuring a larger O(D,D)
symmetry, is introduced. This formulation, known as Double Field Theory (DFT), makes
it easy to see that the deformed model solves the correct equations at the classical level.
We then turn to the problem of including quantum corrections in the 2d theory, which
are parametrized by α′, the inverse string tension. At one-loop order one finds that the
deformed background solves the correct equations if a certain algebraic condition, known
as the unimodularity condition, is fulfilled. Finally, in chapter 4 we analyze what hap-
pens at the two-loop order, which corresponds to including the first α′-correction in the
equations for the background. This means that the background should solve Einstein’s
equations with a correction involving the Riemann tensor squared. It turns out to be
possible to incorporate this correction in the DFT description, which makes it possible to
determine what happens to the YB deformation at this order. We will see that a certain
correction to the YB deformation is required to solve the equations at first order in α′.

Finally we end with some conclusions and a list of important further developments.
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Chapter 2

Yang-Baxter deformations and
non-abelian T-duality

In this chapter we will introduce the integrable Yang-Baxter deformation [1, 2] in the
setting of the Principal Chiral Model. We will then show that in the homogeneous case,
which we will define, this deformation can be constructed using a transformation known
as non-abelian T-duality [3].

2.1 Yang-Baxter deformations of the

Principal Chiral Model

Consider a 2d sigma model with target space a group manifold. This is known as the
Principal Chiral Model (PCM) and the action is

SPCM =

∫
d2ξ tr(g−1∂+gg

−1∂−g) =

∫
d2ξ tr(∂+gg

−1∂−gg
−1) , (2.1)

for the field g(ξ) ∈ G valued in (some representation of) the group G. This model has
a global G × G symmetry corresponding to the fact that multiplying g by a constant
element of G from the left or from the right leaves the PCM action invariant. Because of
this the equations of motion of the model take the form of a conservation equation for a
symmetry current

∂+j− + ∂−j+ = 0 , (2.2)

where we have introduced the right-invariant Maurer-Cartan form valued in the Lie alge-
bra of G

j± = ∂±gg
−1 . (2.3)

By construction j satisfies a flatness condition

∂+j− − ∂−j+ − [j+, j−] = 0 . (2.4)

A very important property of this model is that it is integrable, in particular it possesses
infinitely many conserved quantities. This follows from the fact that the equations of
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motion can be expressed as the flatness of a one-parameter family of connections known
as a Lax connection,

∂+L− − ∂−L+ + [L+, L−] = 0 , (2.5)

where

L±(z) = − 1

1± z
j± , (2.6)

as is easily verified using the flatness of j. Here z ∈ C is an auxiliary parameter known
as the spectral parameter. We can now argue that this leads to infinitely many conserved
quantities as follows. For simplicity we take the theory to be defined on a compact spatial
circle. Computing the holonomy of the connection around this circle

M(z) = Pe
∫
S1 dξ

1L1(z) , (2.7)

one finds that it is conserved. To see this consider deforming the integration contour by
translating it forward in time by a little bit. The change in the holonomy is given by an
integral of the curvature of L, but this vanishes by the flatness condition (2.5). Therefore
the eigenvalues of M(z) are conserved and by Taylor expanding in z we obtain an infinite
set of conserved quantities. This demonstrates the integrability of the model.1

Now consider deforming the PCM action by introducing a constant operator acting
on the second current factor in the PCM Lagrangian in (2.1). Without loss of generality
we can write this operator as (1 + ηR)−1 where η is the deformation parameter. The
deformed action is

SYB =

∫
d2ξ tr

(
j+

1

1 + ηR
j−

)
, (2.8)

where we take R : g→ g to be an arbitrary constant linear operator on the Lie algebra of
G. The original PCM is clearly recovered when the deformation is removed, i.e. when we
take η → 0. For a general R this deformation will break the integrability of the model,
leading to a model over which one has much less control. However, it is interesting to
ask whether special choices of R exist which preserve the integrability of the model. To
analyze this question we look at the equations of motion of the deformed model. Let us
first note that the deformation we have introduced generically breaks the left G symmetry
but always preserves the right-acting copy of G since the action is written in terms of the
right-invariant current. Defining the deformed currents2

J+ =
1

1 + ηRT
∂+gg

−1 , J− =
1

1 + ηR
∂−gg

−1 , (2.9)

the equations of motion again take the form of a conservation equation

∂+J̃− + ∂−J̃+ = 0 , (2.10)

where J̃± = Adg J± = g−1J±g is the Noether current for the right-acting G symmetry.
We now want to ask when this model can be integrable. Let us assume that the Lax
connection can again be expressed in terms of the components of the conserved currents,
so that

L± = a−1
± J̃± , (2.11)

1Strictly speaking one should also show that they are independent and mutually Poisson commuting.
This requires a bit more work.

2The transpose of R is defined in the standard way as tr(XR(Y )) = tr(RT(X)Y ).
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for some coefficients a± depending on η and the spectral parameter z. The flatness
condition for L then reads

a+∂+J̃− − a−∂−J̃+ + [J̃+, J̃−] = 0 . (2.12)

From the flatness condition for j in (2.4) we can find a deformed flatness condition for J̃
by writing j+ = Ad−1

g J̃+ + ηRTJ+ and similarly for j− but with R instead of RT. One
finds, after multiplying with Adg,

∂+J̃−−∂−J̃+ +[J̃+, J̃−]+ηAdg R∂+J−−ηAdg R
T∂−J+−η2 Adg[R

TJ+, RJ−] = 0 . (2.13)

Using this equation to eliminate the commutator term in (2.12) we find, keeping terms to
first order in η,

(a+ − 1)∂+J̃− − (a− − 1)∂−J̃+ − ηAdg R∂+j− + ηAdg R
T∂−j+ +O(η2) = 0 . (2.14)

Noting that a± = 1± z +O(η) 3 and using the equations of motion (2.10) the vanishing
of the terms linear in η implies(

R +RT + (a+ + a−)1

)
[j+, j−] = 0 , (2.15)

where (· · · )1 denotes the term of first order in η. This condition says that the symmetric
part of R should be proportional to the identity operator. But it is evident from (2.8)
that a contribution to R proportional to the identity can be absorbed into a redefinition
of η and a rescaling of the action. Doing this we find that R should be anti-symmetric,
RT = −R, and a+ + a− should not have a term linear in η. At the second order in η a
similar calculation gives the condition

[Rj+, Rj−]−R[Rj+, j−]−R[j+, Rj−] = −1

2
(a+ + a−)2[j+, j−] . (2.16)

This requires that R satisfy the (modified) classical Yang-Baxter equation

[RX,RY ]−R([RX, Y ] + [X,RY ]) = c[X, Y ] ∀X, Y ∈ g , (2.17)

for some constant c, and that a+ + a− = 2 − 2cη2 + O(η3). The homogeneous case
c = 0 is the classical Yang-Baxter equation and the inhomogeneous case c 6= 0 is the
modified classical Yang-Baxter equation. When c 6= 0 we can rescale R to set c = ±1.
We have found that, at least assuming the Lax connection is expressed in terms of the
components of the conserved Noether current, R must be an anti-symmetric R-matrix
solving the (modified) classical Yang-Baxter equation. In fact these conditions on R are
also sufficient for the deformed model to be integrable, namely it is not hard to see that
flatness of the connection

L± =
1 + cη2

1± z
J̃± , (2.18)

is equivalent to the equations of motion of the deformed model (2.8). The deformed
flatness condition (2.13) is useful when checking this. Using the YB equation it takes the
simpler form

∂+J̃− − ∂−J̃+ + (1 + cη2)[J̃+, J̃−] = −ηRg(∂+J̃− + ∂−J̃+) , (2.19)

where we have defined Rg = Adg RAd−1
g . Note that the RHS is proportional to the

equations of motion, (2.10).

3The sign difference compared to (2.6) comes from the fact that for η = 0 the two Lax connections
differ by a gauge transformation.
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2.2 Non-abelian T-duality for PCM

There exists a very interesting change of variables that one can perform for sigma models
like the PCM. This change of variables is actually non-local and leads to a model whose
Lagrangian looks completely different, but which is nevertheless (classically) equivalent to
the original model. This change of variables goes under the name of non-abelian T-duality
(NATD). The simplest example of NATD for the PCM goes as follows. We start with the
action for the PCM

S =

∫
d2ξ tr(g−1∂+gg

−1∂−g) . (2.20)

But now we rewrite this action in first order form as

SF =

∫
d2ξ tr(A+A− + νF+−(A)) , (2.21)

where A is a gauge field and F (A) is its field strength, i.e. F+−(A) = ∂+A− − ∂−A+ +
[A+, A−]. The field ν ∈ g is a Lagrange multiplier enforcing the constraint that the field
strength of A vanish. The general solution to this constraint is that A is pure gauge, i.e.
(locally) A± = g−1∂±g, and plugging this into the action gives back the original action
(2.20). This shows that the two models are equivalent. The remarkable thing is now that
there is another way to get a second order action from (2.21). Noting that the action is
actually quadratic in A we may instead integrate out A. The equations of motion for A
give

A± ∓ ∂±ν ± [ν,A±] = 0 ⇒ Ar± = ±
[
(1± ν · f)−1

]r
s∂±ν

s , (2.22)

where (ν · f)rs = νtfts
r and we have written A = ArTr, ν = νrTr with Tr generators of g

satisfying [Tr, Ts] = frs
tTt and tr(TrTs) = κrs with κrs non-degenerate but not necessarily

positive(negative) definite. Plugging this solution for A± into the action (2.21) we obtain
the NATD action

SNATD =

∫
d2ξ ∂+ν

r

(
κ

1− ν · f

)
rs

∂−ν
s . (2.23)

Example. The simplest example is when G is abelian (in this case we are really dealing
with abelian T-duality). Let us take it to be two-dimensional with g generated by T1, T2.
Since the structure constants vanish the duality becomes trivial in this case, taking g =
ex

rTr we have

S =

∫
d2ξ ∂+x

r∂−x
sκrs , → SNATD =

∫
d2ξ ∂+ν

r∂−ν
sκrs . (2.24)

The two models are clearly the same, at least locally. Note that global properties of the
original model are lost under NATD. For example if we started from a torus where x1,2

have finite range the duality process does not tell us what the range of ν1,2 is, it could be
taken finite or infinite. The models could only be globally equivalent in the former case.
We can make this example more interesting by noting that we can add a total derivative
term to the original action before dualizing. Following the same steps are before one then
finds

S =

∫
d2ξ ∂+x

r∂−x
s(κrs + ζεrs) , → SNATD =

∫
d2ξ ∂+ν

r

(
κ

1 + ζκ−1ε

)
rs

∂−ν
s .

(2.25)

9



We have introduced the parameter ζ multiplying the total derivative. Taking ζ → 0 gives
back the previous case. Note that the term we have added is locally a total derivative,
but is only a total derivative globally if the x1 or x2-direction is not compact. The NATD
model simplifies to

SNATD =
detκ

detκ+ ζ2

∫
d2ξ ∂+ν

r∂−ν
s(κrs − ζεrs) , (2.26)

which, upon rescaling νr, is again locally equivalent to the original model. While this
example is still too trivial to be really interesting it does suggest that including the pos-
sibility of adding total derivatives to the action before dualizing could lead to interesting
effects. We will come back to this after considering more general NATD on a subgroup.

2.3 NATD with respect to a subgroup

We started with a model with a global symmetry group G × G and ended up with a
dual model whose symmetry group has only one factor of G.4 In fact NATD typically
breaks some of the global symmetry. What we considered so far is the simplest example
of NATD, but a NATD model can be constructed for any subgroup of the isometry group
G × G. The example we considered above corresponds to dualizing with respect to the
left copy of G ⊂ G× G. Let us now describe how to dualize with respect to a subgroup
K of the left copy of G, K ⊂ G ⊂ G×G.5

We start by writing the group element as g = kf with k ∈ K and f ∈ G so that

g−1dg = Adf (k
−1dk) + f−1df . (2.27)

To avoid a redundant description we take k to depend on the coordinates we want to
dualize x and f to depend on the remaining ’spectator’ coordinates y. Setting j = dff−1

the first order action (2.21) becomes

SF =

∫
d2ξ tr((A+ + j+)(A− + j−) + νF+−(A)) , A± ∈ k . (2.28)

As before, integrating out ν implies that A is pure gauge, i.e. A = k−1dk for some k ∈ K,
recovering the original PCM action. Since A ∈ k it follows that ν should belong to its
dual (with respect to the metric on g), denoted k∗. If k is generated by {Tr} then k∗ is
generated by {T r} with tr(T rTs) = δrs . The equations of motion for A± imply that

A+ = (O−1)T(∂+ν − PTj+) , A− = O−1(−∂−ν − PTj−) , (2.29)

where
O = PT(1− adν)P . (2.30)

Here P is a projection operator from g down to k. From the definition of the transpose,
tr(XP (Y )) = tr(PT(X)Y ), it follows that PT projects on the dual Lie algebra k∗. Note

4It acts as ν → Adg(ν) = g−1νg with g a constant element of the group G.
5More generally one could consider a subgroup of the full G×G, but this is more conveniently described

using a (G×G)/G coset sigma model.
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also that the definition of the adjoint action, adν X = [ν,X], implies that adT
ν = − adν .

The inverse ofO refers to the subspace where it is defined, in particular we haveO−1O = P
and OO−1 = P T . This (partial) inverse must exist for the dual model to be well-defined.
Substituting the solution for A± into the Lagrangian gives the NATD model

SNATD =

∫
d2ξ tr

(
j+j− + (∂+ν − j+)O−1(∂−ν + j−)

)
. (2.31)

For K = G the j’s are absent and this reduces to our previous result (2.23).

Now we are ready to generalize this by including total derivative terms before dual-
ization. It might seem that this cannot lead to anything interesting but as we will see,
due to the fact that NATD is a non-local field redefinition, this can lead to dual models
which are different even locally.

2.4 YB deformations from NATD

When we considered the example of abelian T-duality in the previous section we noted
that we could include a total derivative term in the action before dualizing. We will now
analyze this possibility more carefully and see that it leads to a surprising connection to
Yang-Baxter models. We therefore generalize our starting point to

S =

∫
d2ξ

(
tr(g−1∂+gg

−1∂−g)− ζω(g−1∂+g, g
−1∂−g)

)
, (2.32)

where ζ is a free parameter and ω : g ⊕ g → R is anti-symmetric and linear in the two
arguments. In order not to change the local physics of the original model we require the
extra term to be a total derivative (locally). Thinking of this term as a two-form the
condition is that it should be closed, i.e.

0 = dω(g−1dg, g−1dg) = −2ω(g−1dg ∧ g−1dg, g−1dg) , (2.33)

which requires that

ω([X, Y ], Z) + ω([Y, Z], X) + ω([Z,X], Y ) = 0 ∀X, Y, Z ∈ g . (2.34)

This is in fact the definition of a Lie algebra 2-cocycle. We therefore learn that it is
possible to modify our starting point in this way whenever such a 2-cocycle exists. We
may write ω(Tr, Ts) = ωrs and in terms of these components the 2-cocycle condition reads

ωr[sftu]
r = 0 . (2.35)

Suppose we have a subgroup K ⊂ G which admits a 2-cocycle ω. We can then add the
term

− ζ
∫
ω(k−1dk, k−1dk) , (2.36)

to the PCM action, or, equivalently, the term

− ζ
∫
ω(A,A) = −ζ

∫
ωrsA

r ∧ As , (2.37)
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to the first order action (2.28). We can now perform the NATD on K following the same
steps as in section 2.3. The result is the “Deformed T-Dual” (DTD) action

SDTD =

∫
d2ξ tr

(
j+j− + (∂+ν − j+)O−1(∂−ν + j−)

)
, (2.38)

where now6

O = PT(1− adν +ζω)P . (2.39)

Setting the parameter ζ to zero we recover the NATD action (2.31). We have therefore
constructed a deformation of the NATD action controlled by the deformation parameter
ζ. However, it may happen that this is not an actual deformation but just a rewriting
of the NATD action. This happens if it is possible to absorb the ζω piece into adν by a
shift in ν. This in turn is possible precisely if ω takes the form ωrs = Xtfrs

t for some Xt,
i.e. if the 2-cocycle ω is exact. Therefore the non-trivial deformations are characterized
by 2-cocycles modulo exact ones, i.e. by elements of the second Lie algebra cohomology
group H2(k). A standard result in Lie algebra theory is that elements of H2(k) classify
non-trivial central extensions of k. Indeed, an equivalent way of arriving at (2.38) is to
perform NATD on a central extension of k, characterized by ω, as originally suggested in
[4]. Let us also note that since we started from the PCM, which is integrable, the model in
(2.38) will also be integrable. This follows from the fact that adding the cocycle (closed B-
field) term does not affect the local physics of the model, while the NATD transformation
is a canonical transformation [5] and so must preserve the property of integrability.

So far this DTD model looks nothing like the YB deformation in (2.8). However, if
ω is non-degenerate they are essentially the same, as we will now show. A Lie algebra
admitting a non-degenerate 2-cocycle is called quasi-Frobenius (or symplectic). Therefore
we will now consider the case where g has a quasi-Frobenius subalgebra k ⊂ g generated
by {Tr} with 2-cocycle ω. In this case ωrs is invertible as a matrix and we set R = ω−1.
By multiplying the free indices of the 2-cocycle condition (2.35) by R’s we find that R
satisfies the equation

R[r|u|Rs|v|fuv
t] = 0 . (2.40)

This is nothing but the component form of the classical Yang-Baxter equation (2.17)
with zero RHS (c = 0). Furthermore, R trivially extends from the subalgebra k to all
of g by taking its remaining components to vanish. Therefore we have learned that non-
degenerate 2-cocycles on a Lie algebra are in one-to-one correspondence with R-matrices
solving the (non-modified) classical Yang-Baxter equation. This observation suggests a
possible connection between the DTD model (2.38) and the YB deformation of the PCM
(2.8). However, it is not straightforward to identify them as the former involves fields
f ∈ G (the spectators) and ν ∈ k∗ while the latter involves only g ∈ G. To relate them we
need to somehow re-express the Lie algebra valued field ν in terms of a group valued field
h and then identify g with hf . It is not too hard to find a map that does the job working
to the first few orders in ν. With a bit of work one finds that the correct all order map

6Note that we are thinking here of ω as a map from the Lie algebra k to its dual k∗ by setting
tr(Y ω(X)) = ω(X,Y ) ∀X,Y ∈ k.
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is essentially given by the derivative of the exponential map, namely

ν = − ζPT 1− Ad−1
h

log Adh
ω(log h) = −ζPT 1− e− adX

adX
ω(X) (2.41)

= − ζPT
(
ω(X)− 1

2
[X,ω(X)] + 1

6
[X, [X,ω(X)]] + . . .

)
,

where we have written h = eX and expanded in powers of X ∈ k.

We will now show that performing this field redefinition in the DTD action (2.38)
indeed leads to the YB action (2.8). The first step is to understand how ∂±ν and adν
transform. To do this we note that the 2-cocycle condition on ω : k→ k∗ implies that7

ω([X, Y ]) = PT[ω(X), Y ] + PT[X,ω(Y )] , X, Y ∈ k . (2.42)

Up to the projection by PT this says that ω acts as a derivation with respect to the Lie
bracket. If we formally extend the action of ω to act as a derivation also on the universal
enveloping algebra, not just the Lie algebra, we may write (2.41) more simply as8

ν = −ζPT(e−Xω(eX)) = −ζPT(h−1ω(h)) , (2.43)

which is not hard to verify for the first few terms in the expansion of the exponential
using the cocycle condition on ω. Using this expression we find

dν = ζPT(h−1dhh−1ω(h))− ζPT(h−1ω(dh)) = −ζω(h−1dh) + ζPT[h−1dh, h−1ω(h)]

= (PT −O)(h−1dh) . (2.44)

Furthermore we have for Y ∈ k

PT adν Y = −ζPT[PT(h−1ω(h)), Y ] = −ζPT[h−1ω(h), Y ] = −ζPT(ωh − ω)Y , (2.45)

where ωh = Adh ωAd−1
h . Using this we can write

O−1 = [PT(1 + ηRh)ζωh]
−1 = ηRh[P

T(1 + ηRh)]
−1 = ηRh(1 + ηRh)

−1 = 1− (1 + ηRh)
−1 ,

(2.46)
where η = ζ−1, Rh : k∗ → k is the inverse of ωh and we used the fact that Rh(1−PT) = 0.
Using these facts we find that the DTD Lagrangian in (2.38) becomes

tr
(
(h−1∂+h+ j+)(1 + ηRh)

−1(h−1∂−h+ j−)− ζh−1∂+hωh(h
−1∂−h)

)
= tr

(
∂+gg

−1 1

1 + ηR
∂−gg

−1

)
+ η−1ω(∂+hh

−1, ∂−hh
−1) , (2.47)

7This follows from the fact that for any Z ∈ k we have

tr(ω([X,Y ])Z) =ω([X,Y ], Z) = −ω([Y, Z], X)− ω([Z,X], Y ) = − tr(ω([Y,Z])X)− tr(ω([Z,X])Y )

= tr([Y,Z]ω(X)) + tr([Z,X]ω(Y )) = − tr(Z[Y, ω(X)]) + tr(Z[X,ω(Y )]) .

8This works in spite of the extra PT on the RHS of (2.42) because of the fact that PT[PX, (1−PT)Y ] =
0 for all X,Y ∈ g. This in turn follows by noting that for any Z ∈ g we have

tr(ZPT[PX, (1− PT)Y ]) = tr([PZ, PX](1− PT)Y ) = tr((1− P )[PZ, PX]Y ) = 0 ,

since P (g) = k is a subalgebra.
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where g = hf . The first term on the RHS is precisely the Lagrangian of the YB model
(2.8). The second term represents a closed B-field. Since this term is locally a total
derivative it does not affect the local physics and can be dropped for most purposes.
Therefore we have shown that

SPCM − ζ
∫
ω(k−1dk, k−1dk)

NATD on K−−−−−−−−−→ SYB + η−1

∫
ω(dhh−1, dhh−1) ,

(2.48)
with the parameters related by ζ = η−1. Since the local physics is independent of the extra
ω terms we have shown that homogeneous YB deformations, i.e. those with R matrix
solving the classical YB equation (2.17) with c = 0, can be constructed as a NATD of the
PCM. This observation has some important consequences, in particular

� Integrability of the YB deformation is now obvious since NATD preserves integra-
bility.

� Since NATD can be performed for general 2d sigma models with isometries we can
use it to give a more general definition of homogeneous YB deformations.

� We can classify the possible deformations by classifying quasi-Frobenius subalgebras
of the isometry algebra.

Regarding the last point of classification there are several useful mathematical results. In
particular a standard result is that a quasi-Frobenius subalgebra of a compact Lie algebra
must be abelian. In this case, when the subalgebra that is dualized is abelian, one can
show that the YB deformation coincides with another deformation that has been studied a
lot in the string theory literature and that goes by the name of T-duality–shift–T-duality
(TsT) [6]. Therefore another way of thinking about (homogeneous) YB deformations is
as a non-abelian generalization of TsT transformations.
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Chapter 3

String sigma model and Weyl
invariance conditions

So far we have dealt with the PCM because it offers a simple setting to introduce the
ideas of NATD and YB deformations. But as we have emphasized this is only a toy
model. The PCM does not represent a consistent string sigma model since it fails to be
conformal invariant at the quantum level. In string theory we start from a general model
of 2d scalars coupled to 2d gravity1 of the form (for simplicity we will consider only the
bosonic string here)

S = − 1

4πα′

∫
d2ξ
√
−g ∂ixm∂jxn(gijGmn + εijBmn) , (3.1)

where Gmn = Gnm and Bmn = −Bnm are functions of xm while gij(ξ) is the 2d worldsheet
metric. The factor in front of the action T = 1

4πα′ is the string tension. This action
is manifestly invariant under 2d diffeomorphisms. This gauge invariance can be used to
eliminate two of the three components of the worldsheet metric gij. A very important
fact about the above action is that it has another gauge symmetry which can eliminate
also the last component of gij, so that the worldsheet metric is not dynamical. This is
the invariance under Weyl transformations

gij → eλgij , (3.2)

with λ an arbitrary function of the worldsheet coordinates ξi. A cosmological constant
term in the action would break this symmetry, which is why we did not add such a term
in (3.1). The crucial point is that for the action (3.1) to make sense also at the quantum
level we must make sure that the quantum theory remains invariant under the Weyl
transformation (3.2). Using the diffeomorphisms to gauge fix gij = eσηij, with ηij the 2d
Minkowski metric, this turns into conformal symmetry of the 2d theory. In particular this
implies that the theory looks the same on all length (or energy) scales. This requirement
is very restrictive. Taylor expanding the functions Gmn and Bmn we have a Lagrangian
with infinitely many couplings, corresponding to the coefficients in the Taylor expansion.
But in a quantum field theory all couplings will typically depend on the energy scale at
which we probe the theory. This running of the couplings is captured by their so-called

1The usual Einstein-Hilbert term is a total derivative in two dimensions so we don’t include it.
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β-functions. But, since energy scale is inversely related to distance scale, having couplings
that depend on the energy scale is not consistent with conformal symmetry. Therefore in
a conformal theory all the β-functions must vanish, which in our case leads to infinitely
many constraints — one for each coefficient in the Taylor expansion of Gmn and Bmn.
These conditions can be summarized as differential equations that Gmn and Bmn must
satisfy. In fact, this turns out to not quite be enough. One must also modify the original
action by a quantum counter term involving a new (scalar) function of x — the dilaton
Φ. The quantum corrected action takes the form

S = − 1

4πα′

∫
d2ξ
√
−g
(
∂ix

m∂jx
n(gijGmn + εijBmn) + α′R(2)Φ

)
, (3.3)

where R(2) is the Ricci scalar of the worldsheet metric gij. Note that the term we added is
not Weyl invariant (unless Φ is a constant). It is precisely its non-zero Weyl transformation
that compensates the non-invariance of the first term at the quantum level. A reflection
of this is that the dilaton term comes with an extra factor of α′, the quantum mechanical
expansion parameter in this model. A quantum mechanical calculation, e.g. [7], shows
that this model preserves Weyl invariance at the quantum level provided that the following
β-function equations are satisfied

0 =Rmn + 2∇m∇nΦ− 1

4
HmopHn

op +O(α′) , (3.4)

0 =∇mHmno − 2∇mΦHmno +O(α′) , (3.5)

0 =∇2Φ− 2∇mΦ∇mΦ +
1

12
HmnoH

mno +O(α′) , (3.6)

where H is the field strength of B, i.e. Hmno = 3∂[mBno] and Rmn is the Ricci tensor con-
structed from the metric Gmn. In addition one finds that the dimension of spacetime must
take the precise value D = 26, referred to as the critical dimension of the bosonic string.
Remarkably, we recognize the first equation to be Einstein’s equation (with particular
matter sources given by Φ and Bmn). Therefore string theory contains Einstein’s gen-
eral relativity in a quantum mechanically consistent framework. The presence of higher
quantum corrections, the O(α′) terms, shows that string theory gives Einstein’s theory
plus corrections. These α′-corrections will be important for us later. These β-function
equations provide the dynamical equations of motion for the background fields Gmn, Bmn

and Φ. They can be summarized in an action for the spacetime fields which takes the
form

S =
1

2κ2
0

∫
d26x
√
−Ge−2Φ

(
R− 1

12
HmnoH

mno + 4∂mΦ∂mΦ +O(α′)

)
. (3.7)

This is the low-energy effective action for the bosonic string. In fact, the more realistic
supersymmetric string theories have the same terms in their low-energy effective actions
(although in that case the spacetime dimension is D = 10), plus additional terms involving
other fields not present for the bosonic string. In addition to the α′-corrections there are
also string loop corrections organized in powers of eΦ. We will not have anything to say
about those here.
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3.1 Homogeneous Yang-Baxter deformations

We have seen in the previous chapter how, in the case of the PCM, homogeneous YB
deformations can be constructed using non-abelian T-duality. But NATD can be carried
out for a general 2d sigma model with isometries and therefore this construction is not
limited to the PCM. At the classical level NATD can be shown to act as a canonical
transformation, which means that it gives rise to a classically equivalent model. Adding
the closed B-field term represented by the 2-cocycle on the subalgebra of the isometry
algebra we are dualizing we obtain a YB deformed model. Applying this procedure to the
classical bosonic string action (3.1) we obtain a new, classically equivalent model, which
is a deformation of the one we started with. Let us call the new metric and B-field G̃ and
B̃. With a little bit of work one finds that they are related to the original ones by the
equation

G̃+ B̃ = (G+B)(1 + ηΘ(G+B))−1 , (3.8)

where we are suppressing the indices m,n and we have introduced the object

Θmn = kmr k
n
sR

rs , (3.9)

where kmr are the components of the Killing vectors corresponding to the isometries du-
alized. As before Rrs is the R-matrix satisfying the CYBE, (2.17) with c = 0, and η is
the deformation parameter. Let us show that this reproduces what we found in the case
of the PCM. Writing the principal chiral model action in terms of G and B we read off

Gmn = tr(g−1∂mgg
−1∂ng) , Bmn = 0 . (3.10)

The isometries we are dualizing are of the form g → hg for a constant h ∈ K ⊂ G. The
corresponding Killing vectors are read off from

g−1δg = g−1εg = Adg ε = δxmg−1∂mg , δxm = εrkmr , (3.11)

and we find that
kr
m(∂mgg

−1)s = δsr . (3.12)

Using this fact (3.8) becomes

(G̃+ B̃)mn = tr(g−1∂mgg
−1∂ng)− η tr(g−1∂mgg

−1∂og)Θop tr(g−1∂pgg
−1∂ng) + . . .

= tr(g−1∂mgg
−1∂ng)− η tr(∂mgg

−1R∂ngg
−1) + . . .

= tr(∂mgg
−1 1

1 + ηR
∂ngg

−1) , (3.13)

in agreement with (2.8).

So far we considered only what happens at the level of the classical sigma model.
In order to define the YB deformation in string theory we have to understand it at the
quantum level. It is important to note first of all that, while at the classical level NATD
is a symmetry of the theory, this can no longer be the case at the quantum level. At best
NATD can be a map between in-equivalent string CFTs [8]. If this is the case NATD
or YB deformations constructed from it would map solutions of the β-function equations
(3.4)–(3.6) to new solutions. In particular we must be able to find also a formula for the
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dilaton Φ̃ such that the fields of the deformed background solve the same equations. As a
first step we will neglect the O(α′) terms, which corresponds to working to one loop order
in sigma model perturbation theory. The most straightforward approach would be to
simply plug our expressions for the deformed metric and B-field in (3.8) into (3.4)–(3.6)
and try to find a Φ̃ such that they are satisfied. However, this is very difficult to do in
practice due to the non-linearity of the map in (3.8). Just trying to compute the Riemann
tensor from G̃ is quite a bit of work. Of course one can work out the first few orders in
the η-expansion, but this is not very satisfactory. It turns out that a much more efficient
way to address these questions is to use a reformulation of the string low-energy effective
action which linearizes the map (3.8).

3.2 O(D,D) invariant formulation of string effective

action

The YB map (3.8) is complicated and non-linear which makes it hard to work with for
the purposes we are interested in. Let us see if we can use different variables to make the
map simpler. To simplify things we will start by assuming that B = 0. In the following
we will also absorb the deformation parameter η into the definition of Θ. Separating (3.8)
into the symmetric and anti-symmetric part we then have

G̃ = G(1−Θ2G)−1 , B̃ = −GΘG(1−Θ2G)−1 , (3.14)

where Θ2 = ΘGΘ. From these expressions we see that

G̃−1 = G−1 −Θ2 , G̃− B̃G̃−1B̃ = G , B̃G̃−1 = −GΘ . (3.15)

These expressions look much more promising. Allowing for non-zero B they become

G̃−1 = G−1 +G−1BΘ + ΘBG−1 −Θ(G−BG−1B)Θ , G̃− B̃G̃−1B̃ = G−BG−1B ,

B̃G̃−1 = BG−1 − (G−BG−1B)Θ . (3.16)

From this we conclude that if we could use instead of G and B two of the variables G−1,
G−BG−1B and BG−1 the map (3.8) would become linear. We can group these variables
into a symmetric 2D × 2D-matrix

HMN =

(
(G−BG−1B)mn (BG−1)m

n

−(G−1B)mn (G−1)mn

)
, (3.17)

in terms of which the YB deformation (3.8) becomes simply

H̃MN = OP
MOQ

NHPQ , OM
N =

(
δmn Θmn

0 δnm

)
. (3.18)

In fact the matrix OM
N belongs to the group O(D,D) since it preserves the split signature

metric

ηMN =

(
0 δmn
δnm 0

)
, OM

PON
QηPQ = ηMN . (3.19)
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In fact it is easy to see that HMN (or rather HM
N = HMPηPN) itself belongs to O(D,D)!

Therefore there is a natural action of O(D,D) when we group the metric and B-field into
the ”generalized metric” H given by

H → OTHO O ∈ O(D,D) . (3.20)

We see that if we could reformulate the low-energy effective action (3.7) for the string in
terms of H, rather that G and B, it would be much simpler to check that the equations of
motion are preserved by the YB map (3.18). Remarkably it turns out that this is indeed
possible.

To explain this we must go back to the notion of (abelian) T-duality. When string
theory is compactified on an n-dimensional torus, T n, T-dualities on the torus directions
lead to an O(n, n;Z) symmetry group (e.g. [7]). If we restrict our attention to the massless
fields, as in the low-energy effective action, this becomes and O(n, n;R) symmetry [9].
This symmetry is there in tree-level string theory (i.e. ignoring string loop corrections)
but to all orders in the inverse string tension α′ [10]. It has been suggested that if one
could formulate a theory in D dimensions (recall that D = 26 for the bosonic string) with
O(D,D) symmetry its compactification on T n would automatically have the T-duality
symmetry. In this way the T-duality symmetry of string theory would be made manifest.
This idea goes by the name of Double Field Theory (DFT) [11, 12, 13]. The reason for
the name is that to have manifest O(D,D) symmetry one must double the number of
spacetime dimensions, replacing xm by an O(D,D) vector XM = (x̃m, x

m). However, the
physical spacetime is still supposed to be D-dimensional and this is ensured by imposing
the O(D,D) invariant section condition (a.k.a. strong constraint)

∂MY ∂
MZ = 0 , ∂M∂

MZ = 0 , (3.21)

for all Y, Z built out of fields of the theory. Note that doubled indices M,N, . . . are raised
and lowered with the O(D,D) metric η (3.19). The standard solution to this constraint
is to simply set x̃m = 0 so that effectively ∂M = (0, ∂m). In DFT the metric and B-field
are combined precisely as we argued above into the generalized metric HMN (3.17). This
is quite natural since as we saw O(D,D) acts in a natural way on this object. In the
low energy description of string theory there is also the dilaton and in DFT it appears
combined with the determinant of the metric as the generalized dilaton d (c.f. (3.7))

e−2d =
√
−Ge−2Φ . (3.22)

The string low energy effective Lagrangian (3.7), at lowest order in α′, can be written in
terms of these fields as

L = e−2dR , (3.23)

where the generalized Ricci scalar is defined as

R = 4∂M(HMN∂Nd)− ∂M∂NHMN − 4HMN∂Md∂Nd+
1

8
HMN∂MHKL∂NHKL

− 1

2
HMN∂MHKL∂KHLN . (3.24)

Imposing the standard solution to the section condition ∂M = (0, ∂m) this reduces to

L =
√
−Ge−2Φ

(
R− 1

12
HmnoH

mno + 4∂mΦ∂mΦ

)
+ 4∂m

(√
−Ge−2Φ∂mΦ

)
, (3.25)
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which, upon dropping the total derivative term, reproduces precisely the Lagrangian in
(3.7). The fact that the low energy dynamics of the bosonic string can be cast in the form
of (3.23) is remarkable – the global O(D,D) symmetry is completely unexpected. This
symmetry acts as

XM → X ′M = XNON
M , HMN(X)→ OP

MOQ
NHPQ(X ′) , d(X)→ d(X ′) ,

(3.26)
for OM

N a constant element of O(D,D). Of course this is in the doubled space, before
solving the section condition. But even after solving the section condition there is still an
extra global symmetry that remains, namely the transformations above which preserve
the choice XM = (0, xm). These transformations are of the form(

1 Θ
0 1

)
, (3.27)

i.e. of the same form as we found for YB in (3.18), but now with Θ an arbitrary constant
anti-symmetric matrix. Note that this implies a very non-obvious symmetry of the low-
energy effective action (3.7), namely that it is invariant under the YB map (3.8) (plus
transformation of the dilaton read off from the fact that d = Φ− 1

2
log
√
−G is invariant)

but with Θ any constant anti-symmetric matrix.

This formulation has already taught us something interesting, but to understand how
YB deformations preserve the β-function equations we must do a little more work. The
reason is that for YB deformations Θ is not constant, so they are not simply a global
O(D,D) transformation. In fact Θ is constructed out of Killing vectors of the background
in question and so depends on the background we are deforming. For this reason it cannot
be a symmetry of the action. Instead it should map solutions of the equations of motion
(β-function equations) into new solutions. To see how this happens, and also to address
what happens when α′-corrections are included, it turns out to be convenient to work
with a generalized vielbein rather than a generalized metric. We will now introduce this
“frame-like” formulation of DFT.

3.3 Frame-like formulation of DFT

We are familiar with the fact that we can formulate ordinary Riemannian geometry either
in terms of the metric or in terms of the vielbein. The fact that the vielbein contains
more degrees of freedom than the metric is compensated by an extra gauge invariance,
invariance under local Lorentz transformations with gauge group O(D− 1, 1). In analogy
with this we introduce a generalized vielbein for the generalized metric

HMN = EA
MEB

NHAB . (3.28)

The “flat” metric HAB is the analog of the Minkowski metric in the ordinary Riemannian
case and since we are just doubling the dimension we take it to have the form

HAB =

(
η̄ab 0
0 η̄ab

)
, (3.29)
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where η̄ = diag(−1, 1, . . . , 1) is the D-dimensional Minkowski metric. But we must re-
member that we also have another metric, namely the constant O(D,D) metric ηMN

(ηMN) in (3.19). We will demand that

ηAB = EA
MEB

NηMN =

(
η̄ab 0
0 −η̄ab

)
. (3.30)

The point of this constraint is that the analog of the local Lorentz symmetry in the
standard case is EA

M → ΛA
BEB

M where ΛA
B must preserve both HAB in (3.29) and ηAB

in (3.30) which means that it reduces to two copies of the Lorentz group, i.e.

ΛA
B =

(
(Λ(+))ab 0

0 (Λ(−))a
b

)
, (3.31)

with Λ(±) two independent D-dimensional Lorentz transformations. It is now easy to see
that we may take the generalized vielbein to have the form

EA
M =

1√
2

(
e(+)a

m − e(+)anBnm e(+)am

−e(−)
am − e(−)n

a Bnm e
(−)m
a

)
. (3.32)

Here the two sets of vielbeins e(±), with e
(±)m
a e

(±)n
b ηab = Gmn, transform under the two

copies of the Lorentz group as e
(±)m
a → Λ

(±)b
a e

(±)m
b . We can use the double Lorentz

symmetry to fix the gauge e(+) = e(−) = e. With this gauge fixing only the diagonal
of the double Lorentz group, Λ(+) = Λ(−) = Λ, survives and becomes the usual Lorentz
group. This gauge fixing is needed whenever we want to make contact with the usual
gravity description which has only a single copy of the Lorentz group.

In ordinary Riemannian geometry the vielbein transforms under both diffeomorphisms
and local Lorentz transformations. But we are familiar with the fact that we can work with
objects which transform as scalars under diffeomorphisms, but transform non-trivially
under local Lorentz transformations, namely the spin connection components ωc

ab =
ec
mωm

ab and derivatives with ’flat’ indices ∂a = ea
m∂m. In fact, the spin connection is the

only diffeomorphism scalar that can be constructed from the derivative of the vielbein.2

In the present case we have a similar situation. The generalized vielbein transforms under
both generalized diffeomorphisms and double Lorentz transformations. The generalized
diffeomorphisms act on a doubled vector field by the generalized Lie derivative

V M → LεV M = εN∂NV
M + (∂MεN − ∂NεM)V N . (3.33)

Looking at the transformation of the generalized vielbein one sees that (with the standard
solution of the section condition) εm is identified with the diffeomorphism and εm with the
B-field gauge parameters, δBmn = 2∂[mεn]. The analog of the spin connection in this case
would be the objects constructed from the derivative of the generalized vielbein which are
generalized diffeomorphism scalars. It is not hard to see that the only combination that
is a generalized diffeomorphism scalar is

FABC = 3∂[AEB
MEC]M , (3.34)

2Since em
a(x) → em

a(x + ε) − ∂mεnena under an infinitesimal diffeomorphism the requirement that
cc

abea
meb

n∂nem
c transform as a scalar becomes cc

abea
meb

n∂n∂mε
kek

c = 0 which requires cc
ab = cc

[ab]

leading to the spin connection.
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where we have defined ∂A = EA
M∂M . Note that FABC is also manifestly invariant under

O(D,D), since it just rotates the M -indices by a constant O(D,D) matrix. Of course we
also have the generalized dilaton, which is not a scalar due to the

√
−G in (3.22), but its

derivative can be combined with the derivative of the generalized vielbein to produce a
second generalized diffeomorphism scalar

FA = ∂BEB
MEAM + 2∂Ad . (3.35)

The objects FABC and FA are usually referred to as generalized fluxes, and this formulation
of DFT is referred to as the flux formulation [14]. The advantage of working with the
generalized fluxes is that both diffeomorphisms and B-field gauge transformations as well
as global O(D,D) symmetry is now manifest. The price we pay for this is that the
double Lorentz transformations are not manifest. Instead the generalized fluxes transform
similarly to connections as

δFABC = 3∂[AλBC] + 3λ[A
DFBC]D , δFA = ∂BλBA + λA

BFB , (3.36)

under an infinitesimal transformation δEA
M = λA

BEB
M . In the usual Riemannian case we

would deal with this by constructing the gauge covariant curvature of the spin connection,
i.e. the Riemann tensor, and writing actions in terms of that. In that way all the
symmetries can be made manifest. This is not possible in the present case. The reason is
that there is no analog of the Riemann tensor. For example, looking at the transformations
it seems that one should consider the field strength 4∂[AFBCD], which is invariant to leading
order in fields. However, from the definition of FABC in terms of the generalized vielbein
we have the Bianchi identity

4∂[AFBCD] = 3F[AB|
EFCD]E , (3.37)

so this would-be field strength is not an independent field. Similarly we have

2∂[AFB] = −(∂C − FC)FABC , 2∂[A∂B] = FABC∂
C . (3.38)

The absence of a Riemann tensor makes it more difficult to construct an action (and
especially higher derivative corrections [15]). However, we will see that an action can
nevertheless be constructed without too much effort. Before we do this we need one more
fact. The presence of the constant O(D,D) metric ηAB in (3.30) as well as the doubled
metric HAB in (3.29), which both square to one, means that we can construct constant
projection operators

(P±)AB =
1

2
(η ±H)AB . (3.39)

This means that we have a canonical splitting of the index A = (a, a), where the D-
dimensional index a(a) corresponds to P+(P−) projection. This means that the two
generalized fluxes really contain six fields

Fabc , Fabc , Fabc , Fabc , Fa , Fa . (3.40)

Their double Lorentz transformations are

δFabc =3∂[aλbc] + 3λ[a
dFbc]d ,

δFabc =∂aλbc + λa
dFdbc + 2λ[b

dF|ad|c] ,

δFa =∂bλba + λa
bFb ,

δFabc =3∂[aλbc] + 3λ[a
dFbc]d ,

δFabc =∂aλbc + λa
dFdbc + 2λ[b

dF|ad|c] ,

δFa =∂bλba + λa
bFb ,

(3.41)
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where λab(λab) are the non-zero components λ(+)(λ(−)) of λAB. The only two-derivative
action we can construct using the fields in (3.40) consists of their squares plus the total
derivative terms ∂aFa and ∂aFa. It is not hard to check that the only combination invariant
under the double Lorentz transformations is3

R = 4∂aFa − 2F aFa + F abcFabc + 1
3
F abcFabc . (3.42)

With a bit of work one can rewrite this in terms of the generalized metric and dilaton
and show that it coincides with our previous expression for the generalized Ricci scalar
(3.24). Therefore the Lagrangian

L = e−2dR , (3.43)

reproduces again (after solving the section condition in the standard way and fixing the
gauge e(+) = e(−)) the low energy effective Lagrangian of the bosonic string in (3.7). The
equations of motion following from this action are easily derived using the variation of
the generalized fluxes

δFABC = 3∂[AδEBC] + 3δE[A
DFBC]D δFA = ∂BδEBA + δEA

BFB + 2∂Aδd , (3.44)

where we have defined δEAB = δEA
MEBM = δE[AB] and one finds

R = 0 and Rab = 0 , (3.45)

where the generalized Ricci tensor is given by4

Rab = ∂aFb + (∂c − F c)Fabc − FcdaF dc
b . (3.46)

These equations are equivalent to the string beta function equations (3.4)–(3.6) to lowest
order in α′ when we plug in the form of the generalized vielbein (3.32) and gauge fix the
double Lorentz transformations by setting e(+) = e(−). However, this rewriting is much
more convenient for discussing generalizations of T-duality and in particular Yang-Baxter
deformations, as we will now see.

3.4 One-loop Weyl invariance and unimodularity

condition

Recall that our motivation for introducing the O(D,D) covariant formalism in the pre-
vious section was to make it easier to understand YB deformations. Indeed we saw that
the generalized metric transforms as in (3.18) which means that the generalized vielbein
transforms as

ẼA
M = EA

NON
M , ON

M = δMN + ΘN
M =

(
δnm Θnm

0 δmn

)
. (3.47)

This is a very simple linear transformation compared to the original non-linear transfor-
mation (3.8). While O ∈ O(D,D) it is, in general, not constant. In fact Θ is constructed

3It can also be written as minus the same thing with the projections reversed.
4We can also define Rab by reversing the projections. Then Rab = Rba, due to the Bianchi identities.
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in terms of Killing vectors of the background (3.9) and these are in general not constant.5

Since the generalized fluxes are only guaranteed to be invariant under constant O(D,D)
transformations we need to check how they transform under this transformation. From
the definition in (3.34) we find

F̃ABC = 3∂̃[AẼB
M ẼC]M = FABC + 3E[A

NΘ|N
K∂K|EB

MEC]M + 3∂̃[AΘ|N |
MEB

N ẼC]M .
(3.48)

Let us look at the terms involving Θ on the RHS. First we note that since the only
non-zero component of ΘM

N is Θmn, the contraction (with the O(D,D) metric) of two
Θ’s will vanish. Therefore we may replace ẼCM in the last term with ECM . Using
∂̃A = ∂A + EA

MΘM
N∂N are left with terms linear and quadratic in Θ. Let us look first

at the linear terms

3E[A
NΘ|N

K∂K|EB
MEC]M + 3∂[AΘ|N |

MEB
NEC]M . (3.49)

These terms actually cancel. To see this we recall that Θ is built from Killing vectors and
the fact that G and B are invariant translates to the generalized Lie derivative (3.33) of
EA

M along these being zero

0 = LkrEAM = kNr ∂NEA
M + (∂MkrN − ∂NkMr )EA

N , kNr = (0, knr ) . (3.50)

Using this the first term becomes

3E[A
NΘ|N

K∂K|EB
MEC]M = −3RrskrN(∂MksK − ∂KkMs )E[A

NEB
KEC]M

=− 3∂KΘMNE[A
NEB

KEC]
M = −3∂[AΘ|N |

MEB
NEC]M , (3.51)

completing the proof. This leaves only the term quadratic in Θ. However, this terms also
vanishes due to the YB equation (2.40). Indeed we have

3E[A
KEB

NEC]
MΘK

L∂LΘNM = 6E[A
KEB

NEC]
MRrsRtukrKk

L
s ∂LktNkuM

= 6E[A
KEB

NEC]
MRrsRtukrKkuMk

l
[s∂lkt]N = 3E[A

KEB
NEC]

MRrsRtukrKkuMfst
vkvN

= 3E[A
KEB

NEC]
MkrKkuMkvNR

rsRtufst
v = 0 . (3.52)

In the third step we used the commutation relation of the Killing vectors 2kl[r∂lk
m
s] =

frs
tkmt . We have learned the remarkable fact that despite the O(D,D) transformation

involved being non-constant the generalized flux FABC is still invariant. What about the
flux FA? We have

F̃A =∂̃BẼB
M ẼAM + 2∂̃Ad = −∂M ẼAM + 2∂̃Ad

=FA − ∂MEANΘN
M − EAN∂MΘN

M + 2EA
NΘN

M∂Md . (3.53)

Note that we have assumed that the generalized dilaton does not transform, d̃ = d, which
is natural since this is what happens for ordinary T-duality. Using the invariance of EA

M

under the isometries involved in Θ the first term involving Θ becomes

1
2
Rrsfrs

tktMEA
M −RrskrN∂Ak

N
s = 1

2
Rrsfrs

tktMEA
M , (3.54)

5If all the Killing vectors involved commute we can pick coordinates where they are constant. In this
case the YB deformation becomes equivalent to a so-called TsT transformation.
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since kMr = (0, kmr ). Using the fact that the generalized dilaton transforms as a scalar
density, kNr ∂Nd = 1

2
∂Nk

N
r , the last term cancels against a piece of the second term and

the result is
F̃A = FA + EA

MktMR
rsfrs

t . (3.55)

Unlike FABC we find that FA is in general shifted by something proportional to the
contraction of the R-matrix with the structure constants. Conversely, this extra term will
vanish leaving also FA invariant if the algebraic condition

Rrsfrs
t = 0 (3.56)

is satisfied. We call this the unimodularity condition because it is equivalent to the
structure constants of the algebra of the Killing vectors involved in Θ having vanishing
trace, frs

s = 0. To see this one contracts the YB equation (2.40) with ωrs = (R−1)rs
leading to

Ruvfuv
t = −Rtufus

s . (3.57)

If the unimodularity condition is satisfied we have seen that both generalized fluxes are
unchanged by the YB deformation

F̃ABC = FABC , F̃A = FA . (3.58)

This is quite remarkable when contrasted with the complicated transformation of the
metric and B-field in (3.8). But not only are the fluxes invariant, their derivatives are as
well. For example we have

∂̃AF̃B = ∂̃AFB = ∂AFB + EA
MΘM

N∂NFB = ∂AFB , (3.59)

where we used the fact that kMr ∂MFA = 0 since kMr generate isometries of the original
background. Clearly this observation extends to any number of derivatives of the fluxes.
But this observation means that the equations of motion (3.45), (3.42) and (3.46) are
invariant under the YB deformation. Therefore, if we start from a solution of these
equations and apply a unimodular YB deformation we obtain another solution. Since we
have seen that these equations coincide with the string β-function equations to lowest
order in α′ we find that the YB deformation maps consistent string backgrounds to other
consistent backgrounds, at least to leading order in the α′ expansion (corresponding to
one loop order in sigma model perturbation theory).

What about non-unimodular deformations? In this case F̃A includes the extra shift in
(3.55) so that the generalized fluxes are not invariant. In fact this extra shift proportional
to the trace of the structure constants fits with what is known about non-abelian T-duality
at one loop. In that case there is an anomaly which spoils the one-loop Weyl-invariance
for non-unimodular groups [16, 17]. This fact would suggest that the non-unimodular YB
models will not solve the one-loop β-function equations. However, a direct calculation,
plugging in F̃ABC = FABC and F̃A into the equations (3.45), shows that it can nevertheless
happen that the extra terms coming from the shift in FA can decouple, giving again an
admissible string background. This can happen in particular if G + B is a degenerate
matrix, and several examples are known. These examples are very special however and
typically non-unimodular deformations fail to lead to admissible backgrounds at one-loop
order.
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Before we go on to consider what happens at two loops let us note an important fact.
Starting from some admissible string background we construct the YB deformation in the
doubled language by transforming the generalized vielbein (3.32) according to (3.47). But
if we start with a generalized vielbein with e(+) = e(−) = e, which we need to do to connect
to the standard gravity description, we obtain a deformed one with ẽ(+) 6= ẽ(−). Therefore,
to read off the deformed background we should perform one more step – a double Lorentz
transformation which sets ẽ(+) = ẽ(−) = ẽ. Assuming we start from e(+) = e(−) = e one
finds that after the transformation (3.47) the required double Lorentz transformation may
be taken as

Λ(+) = 1 , (Λ(−))a
b = Λ̃a

b = ea
mebn

[
(1 + (G−B)Θ) (1− (G+B)Θ)−1]

m
n , (3.60)

corresponding to picking the deformed vielbein to be

ẽam = ean (1 + (G−B)Θ)n
m . (3.61)

Of course, this extra double Lorentz transformation can be ignored at this stage since it
is a symmetry of the theory. However, it will play an important role in the next section.
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Chapter 4

Two-loop Weyl invariance and
α′-correction

So far we have seen that the YB deformation maps solutions of the β-function equations
for the bosonic string (3.4)–(3.6) to new solutions when α′-corrections are ignored. What
happens when we take α′-corrections into account? We will now answer this question
for the first α′-correction, ignoring O(α′2)-terms. The first correction to the β-function
equations for the bosonic string arises from a correction to the effective action involving
the square of the Riemann tensor

S = S0 + α′S1 +O(α′2) (4.1)

where S0 was given in (3.7) and [18]

S1 =
1

2κ2
0

∫
d26x
√
−Ge−2Φ

(
1
4
RmnopR

mnop − 1
8
RmnopH

mnqHop
q

+ 1
96
HmnoH

m
pqH

nprHoq
r − 1

32
(H2)mn(H2)mn

)
. (4.2)

Checking directly that the YB map (3.8) maps solutions of the equations of motion
corresponding to this corrected action to new solutions seems hopelessly complicated.
But if we are again able to rewrite things in a manifestly O(D,D) covariant form the
proof becomes trivial. Remarkably, the α′-corrected action can again be written in an
O(D,D) invariant form. This is quite surprising given the fact that there is no O(D,D)
covariant analog of the Riemann tensor [19].1 Instead this correction appears through a
modification of the double Lorentz transformations [22]. To see why this happens it is
instructive to consider first the case of the heterotic string.

4.1 α′-correction to double Lorentz transformation

In addition to the fields of the bosonic string the heterotic string also has gauge fields and
fermions. We will set these to zero here for simplicity. Then the lowest order effective

1However, it can be understood from the fact that the correction can be generated [20] using a trick
originally due to Bergshoeff and de Roo [21].
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action is the same as for the bosonic string (3.7). However, the α′-corrections differ. In
particular, a famous fact is that the Bianchi identity for the NSNS three-form dH = 0 is
corrected in the heterotic string to (e.g. [23])

dH =
α′

4
tr(R ∧R) . (4.3)

This correction is required by the Green-Schwarz anomaly cancellation mechanism [24].
We may solve this condition by taking

H = dB +
α′

4
Ω3 , dΩ3 = tr(R ∧R) , (4.4)

where Ω3 = tr(ω∧dω)+ 2
3

tr(ω∧ω∧ω) is a gravitational Chern-Simons three-form. But H
is by definition invariant under Lorentz transformations while Ω3 is not, and this requires
a non-standard transformation for B. From the transformation of the spin connection,
ω → ω′ = Λ−1dΛ + Λ−1ωΛ, we find

dB → dB′ = H − α′

4
Ω′3 = dB +

α′

4

[
d tr(dΛΛ−1 ∧ ω) + 1

3
tr(dΛΛ−1 ∧ dΛΛ−1 ∧ dΛΛ−1)

]
,

(4.5)
or

B′ = B +
α′

4
[tr(dΛΛ−1 ∧ ω) +BWZW(Λ)] , (4.6)

where
dBWZW(Λ) = 1

3
tr(dΛΛ−1 ∧ dΛΛ−1 ∧ dΛΛ−1) . (4.7)

This modification of the gauge-transformations of B is not part of the O(D,D) covariant
formalism described in the previous section. Therefore it is clear that the transforma-
tions need to be modified to account for the first α′-correction to the heterotic string in
that formalism. To see how we should modify the transformations let us consider the
infinitesimal version (Λ = 1 + λ) of the above transformation which reads

δB =
α′

4
tr(dλ ∧ ω) . (4.8)

To generalize this to the O(D,D) covariant form we note that a change in the transfor-
mation of B under Lorentz transformations implies a change in the transformation of the
generalized vielbein under double Lorentz transformations

δEA
MEBM = λAB + λ̂AB , (4.9)

where λ̂ is of order α′. Since the lowest order transformation parameters λAB have non-
zero components λab and λab, any non-zero λ̂ab or λ̂ab can be absorbed into these. We may

therefore take the components of λ̂ to have only mixed projections λ̂ab = −λ̂ba. Looking

at (4.8) we see that λ̂ should involve a derivative of λab or λab and the doubled analog of
the spin connection. In fact the closest analog of the spin connection is Fabc and Fabc, as
is easily seen from the first term in the transformations in (3.41). This suggests that we
should take

λ̂ab = −λ̂ba =
a

2
∂bλ

cdFacd +
b

2
∂aλ

cdFbcd = −a
2

tr(∂bλ
(−)Fa)−

b

2
tr(∂aλ

(+)Fb) , (4.10)
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for some a, b of order α′. Note that we suppressed the contracted indices in the last
expression. Of course, for this to make sense, the corrected transformations (4.9) must
close (to first order in α′). We find

[δ′, δ]Ea
MEbM = λa

cλ̂′cb − λ′acλ̂cb + λ̂acλ
′c
b − λ̂′acλcb + δ′λ̂ab − δλ̂′ab +O(α′2) (4.11)

and plugging in the expression for λ̂ we find

[δ′, δ]Ea
MEbM =

a

2

[
tr(∂bλ

′(−)∂aλ
(−))− tr(∂bλ

(−)∂aλ
′(−)) + tr(∂bλ

′(−)[λ(−), Fa])− tr(∂bλ
(−)[λ′(−), Fa])

]
− b

2

[
tr(∂aλ

(+)∂bλ
′(+))− tr(∂aλ

′(+)∂bλ
(+)) + tr(∂aλ

(+)[λ′(+), Fb])− tr(∂aλ
′(+)[λ(+), Fb])

]
+O(α′2)

= 2Ea
MEb

N∂[MYN ] −
a

2
tr(∂b[λ

(−), λ′(−)]Fa)−
b

2
tr(∂a[λ

(+), λ′(+)]Fb) +O(α′2) (4.12)

with

YN =
a

2
tr(λ(+)∂Nλ

′(+))− b

2
tr(λ(+)∂Nλ

′(+)) . (4.13)

The first term is a generalized diffeomorphism with parameter YN and the second is pre-
cisely of the form of the corrected Lorentz transformation with parameter [λ, λ′]. Therefore
the transformations indeed close to the required order in α′.

We have found that it is possible to correct the double Lorentz transformations at order
α′. The correction depends on two parameters, a and b. How does this correction compare
to the one required for the heterotic string, (4.8)? Fixing the gauge e(+) = e(−) = e in
(3.32) one finds from the definition of the generalized fluxes (3.34) that

Fa
bc = − 1√

2
ω(+)
a

bc , F a
bc =

1√
2
ω(−)a

bc , ω(±)ab
m = ωm

ab ± 1
2
Hm

ab (4.14)

and using these in the transformation (4.9) one finds2

δḠmn =− a

2
∂(mλ

(−)cdω(−)
n)cd −

b

2
∂(mλ

(+)
|cd|ω

(+)
n)

cd , (4.15)

δB̄mn =− a

2
∂[mλ

(−)cdω(−)
n]cd +

b

2
∂[mλ

(+)
|cd|ω

(+)
n]

cd . (4.16)

Of course only the transformations with λ(+) = λ(−) = −λ preserve our gauge choice
e(+) = e(−) and reduce to the usual Lorentz transformations,3 but the more general case
will be needed below. Note that we have denoted the fields G,B with a bar. The reason
is that these fields, which are natural from the O(D,D) covariant formulation, are not the
ones we would usually consider since they are not Lorentz invariant. But we can define
new fields

Gmn = Ḡmn −
a

4
ω(−)cd
m ω

(−)
ncd −

b

4
ω(+)cd
m ω

(+)
ncd , Bmn = B̄mn +

a+ b

4
ω[m

cdHn]cd , (4.17)

2Note that the components of F and λ are expressed relative to their defining index structures, FABC

and λA
B .

3The sign of λ is fixed by requiring the usual lowest order transformation δωab = dλab.
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which transform as

δGmn = 0 , δBmn =
a− b

2
∂[mλ

cdωn]cd , (4.18)

under local Lorentz transformations. We see that taking a = −α′ and b = 0 we reproduce
the correct heterotic string transformation (4.8), while taking a = b we get the correct
transformation for the bosonic string where B does not transform.

4.2 α′-corrected DFT action

We have seen that there is freedom to modify the double Lorentz transformations at order
α′ by adding the terms in (4.10). The correction has two free parameters, a and b, and to
match the correction to the heterotic string we need to set one of them to zero while for the
bosonic string we must set them equal. Modifying the double Lorentz transformations the
lowest order action given by (3.43), (3.42) is no longer invariant, since its transformation
will produce terms of order α′. However, one can show that the terms of order α′ can be
canceled by adding certain terms of order α′ to the lowest order action [22]. The resulting
DFT action to order α′ takes the form

S =

∫
dX e−2d

(
R+ aR(−) + bR(+)

)
, (4.19)

where we have defined

R(−) =− (∂a − F a)
[
(∂b − F b)

(
FacdFb

cd
)]
− 1

2
RabcdRabcd + ∂aF bFacdFb

cd (4.20)

+ F abCFa
de∂CFbde − 2

3
F abcFad

eFbe
fFcf

d +
(
F abcFabd + 1

2
F abcFabd

)
FcefF

def ,

where the first term is a total derivative and in the second we have introduced the object

Rabcd = 2∂[aFb]cd − FabeF e
cd − 2F[a|c|

eFb]ed , (4.21)

which may be considered a doubled analog of the Riemann tensor4 (although it is non-
covariant under double Lorentz transformations). The expression for R(+) is simply ob-
tained by exchanging over- and underlined indices in R(−). This α′-corrected DFT action
can be shown to reproduce (after suitable field redefinitions) the first α′-correction to the
bosonic string effective action (4.2) upon setting a = b = −α′. Setting a = −α′ and b = 0
it also reproduces the correction to the heterotic string effective action [22]. Note that for
this to work one has to take into account the α′ terms in the relation between Ḡ, B̄, the
natural fields from the DFT point of view, and G, B, the usual Lorentz invariant fields
in (4.17).

4Indeed, solving the section condition and fixing the gauge e(+) = e(−) one finds that its components
are

Rab
cd =

1

2

(
R(−)ab

cd + ω(+)eabω
(−)
ecd

)
.
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4.3 α′-correction to YB deformations

The existence of this α′-corrected DFT action has interesting consequences for Yang-
Baxter deformations of strings. Because the action (4.19) is expressed in terms of the
generalized fluxes it follows that the equations of motion following from this action are
also expressed in terms of these. But we have seen that (unimodular) Yang-Baxter defor-
mations leave the generalized fluxes invariant and so it follows that the YB deformation
maps solutions of the DFT equations to solutions, at least up to and including order α′.5

It would seem therefore that the YB deformed background should solve the β-function
equations also at order α′ without any need of modifying it by terms of order α′. This is
not correct however, in general the background will receive a correction of order α′. The
reason is that while this correction is not needed in the DFT language the natural fields of
that formulation, which we denoted Ḡ and B̄, are not the usual Lorentz covariant G and
B but rather related to these by (4.17). In addition we have seen that to go to the usual
fields from the doubled formulation we must set the two vielbeins e(+) and e(−) equal, but
since the YB deformation does not preserve this relation a compensating double Lorentz
transformation (3.60) is needed. Since the fields do not transform covariantly under dou-
ble Lorentz transformations this induces an α′-correction for G and B. In fact we can
easily write down the explicit form of this correction as follows.

From (4.16) we see that setting λ(+) = 0 we have

δḠmn = −a
2
∂(mλ

(−)cdω
(−)
n)cd , δB̄mn = −a

2
∂[mλ

(−)cdω
(−)
n]cd . (4.22)

Of course this is the correction one gets if one starts from the gauge e(+) = e(−). But in
our case we have e(+) 6= e(−) and we want to perform the double Lorentz transformation
which sets them equal. But if we think of it the other way around this is precisely the
inverse of the transformation needed to go from e(+) = e(−) to the e(+) 6= e(−) we started
from. Therefore the transformation we are looking for is as above but with the sign of
the RHS changed. In order to find the finite transformation rather than the infinitesimal
one we first note that (cf. (4.17))

δ
(
Ḡmn −

a

4
ω(−)cd
m ω

(−)
ncd

)
= 0 , δ

(
B̄mn +

a

4
ω[m

cdHn]cd

)
= −a

2
∂[mλ

(−)cdωn]cd . (4.23)

The last transformation is now of the form (4.8), for which the finite transformation is
given by (4.6). Therefore we find the finite transformation to be

δḠmn = − a

2
[∂(mΛ(−)(Λ(−))−1]cdω

(−)
n)cd −

a

4
(∂mΛ(−))cd(∂nΛ(−))cd , (4.24)

δB̄mn = − a

2
[∂[mΛ(−)(Λ(−))−1]cdω

(−)
n]cd +

a

4
BWZW
mn (Λ(−)) , (4.25)

where
dBWZW(Λ) = 1

3
tr(dΛΛ−1 ∧ dΛΛ−1 ∧ dΛΛ−1) . (4.26)

To find the α′-correction to YB deformations all we need to do is take Λ(−) = Λ̃, defined
in (3.60), and recall that we are performing the transformation in the opposite direction,

5The same conclusion can be shown to apply to non-abelian T-duality and its generalization known
as Poisson-Lie T-duality [25, 26, 27].

31



going from e(+) 6= e(−) to e(+) = e(−), rather than the other way around, so the sign of the
RHS is opposite. In addition we must take into account the relation between the barred
fields and the usual unbarred ones (4.17). The correction then takes the form

δ(G−B)mn =
α′

2
ω(−)cd
m

(
ω

(+)
ncd + [∂nΛ̃Λ̃−1]cd

)
+
α′

4
∂mΛ̃cd∂nΛ̃cd +

α′

4
BWZW
mn (Λ̃) , (4.27)

where we have set a = b = −α′ as appropriate for the bosonic string (for the heterotic
string the correction vanishes) and also included a redefinition of the metric G → G −
α′

4
Hm

cdHncd to go to the scheme of [28]. Finally, the correction to the dilaton is derived
from the fact that the generalized dilaton d defined in (3.22) is uncorrected, since it does
not transform under double Lorentz transformations. Therefore δΦ = 1

4
GmnδGmn (in a

suitable scheme). Note that we must of course also take into account any possible α′

corrections to the undeformed background, which have to be determined by other means.
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Chapter 5

Conclusions & further developments

We introduced the Yang-Baxter deformations in the simple case of the PCM and showed
that they preserve the integrabilty of the model. In the homogeneous case, when the
R matrix involved solves the classical rather than the modified classical Yang-Baxter
equation, we showed that the deformation can be constructed using non-abelian T-duality.
Since the notion of NATD exists for more general 2d sigma models this allowed us to define
a notion of YB deformation for bosonic strings in general (in backgrounds with isometries).
We saw that these deformations indeed make sense in string theory, at least when R is
unimodular, since they preserve the one-loop Weyl invariance. This was made possible by
working in the O(D,D) invariant formalism of DFT where the YB deformation greatly
simplifies. Finally, we saw that these observations extend to first order in α′, where one
however finds that the YB deformation must be corrected in a particular way. Again this
result relied crucially on the existence of an O(D,D) invariant formalism.

There are many important developments in this subject which we did not have time
to mention here. We end by listing some of these:

� We have considered mainly the homogeneous YB deformations here. The inhomo-
geneous ones are also interesting and were in fact the first to be considered. In that
case there is a connection [29], via a generalization of T-duality known as Poisson-
Lie T-duality [30], to another integrable deformation known as the λ-deformation
[31].

� We have considered only the bosonic string here, but for applications in string
theory the superstring is more relevant. Yang-Baxter deformations of the AdS5×S5

superstring were introduced in [32, 33] and a general definition for homogeneous
deformations was given in [34]. The original inhomogeneous deformation violated
unimodularity, but later it was realized how to construct unimodular examples [35].

� It appears to be possible to use DFT to describe also the correction at the next
order in α′, i.e. α′2 [20, 36]. However, recently we showed that the DFT description
breaks down at order α′3 [15]. How to deal with Yang-Baxter deformations at that
order is an open problem.

� It has been argued that in the context of the AdS/CFT holographic duality YB
deformations should correspond to non-commutative deformations of the dual field
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theory [37, 38], though no precise checks of this idea have been made.

� Recently these deformations have also been embedded in the general language of
affine Gaudin models [39] and holomorphic 4d Chern-Simons theory [40].
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1 Introduction

Yang-Baxter (YB) deformations of 2D σ-models were introduced by Klimč́ık in [1]. The

name comes from the fact that the deformation is constructed using an R-matrix which

solves the (modified) classical Yang-Baxter equation. It was later realized that these defor-

mations preserve the classical integrability of the σ-model [2]. Delduc, Magro and Vicedo

constructed the YB deformation for symmetric spaces in [3], and then for the AdS5 × S5

superstring in [4], based on the Drinfeld-Jimbo R-matrix solving the modified classical

YB equation. Shortly thereafter it was shown in [5] that essentially the same construc-

tion works also for R-matrices solving the ordinary (non-modified) classical YB equation.

The latter are often referred to as homogenous YB deformations and have an interesting

realization in terms of non-abelian T-duality [6–8].

Surprisingly it was found, starting with the paper [9], that the backgrounds correspond-

ing to these deformed string σ-models did not always satisfy the equations of supergravity,

but a certain generalization of these [10, 11]. When this is the case the deformed σ-model

is only scale invariant, but not Weyl invariant, at one loop and cannot be interpreted as

a consistent string. For supercoset models such as the AdS5 × S5 superstring a condition

was found on the R-matrix that leads to a viable, i.e. one-loop Weyl invariant, deformed

string σ-model. The R-matrix should be unimodular, i.e. its trace with the Lie algebra

structure constants should vanish, Rrsfrs
t = 0 [12].

Subsequently, using the realization via non-abelian T-duality, homogeneous YB de-

formations were defined for a general Green-Schwarz superstring with isometries [13].1

Interestingly, examples were found where a non-unimodular R-matrix nevertheless gave

1In the abelian case these deformations are equivalent to so-called TsT-transformations, consisting of

T-duality, a coordinate shift and a T-duality back [14].
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rise to a good (super)gravity background [15, 16]. Therefore, while the unimodularity con-

dition is sufficient, it is not necessary to solve the one-loop Weyl invariance conditions, i.e.

the background (super)gravity equations.

Here we will determine the precise conditions for (bosonic) YB deformations to respect

one-loop Weyl-invariance. We find that, at least for deformations of symmetric spaces,

the only exceptions to the unimodularity condition occur when the matrix (G + B)mn,

where G,B are the metric and B-field of the undeformed background, is degenerate.2,3 In

that case, the unimodularity condition is no longer necessary and is replaced by weaker

conditions which we give. This is consistent with the examples found in [15, 16] since the

AdS3 × S3 background considered there has degenerate G+B.

We then go on to analyze what happens at two loops, i.e. when we include the first

α′-correction to the (super)gravity equations. We find that the conditions at two loops are

weaker and only a subset of the one-loop conditions are needed.

These calculations are simplified enormously by working with the O(D,D)-covariant

formulation known as Double Field Theory (DFT). In DFT a manifestly O(D,D)-covariant

formulation is achieved by doubling the coordinates to XM = (x̃m, x
m). One then imposes

a “section condition” which effectively removes half of them, leaving the right number of

physical coordinates. Here we will work only with the standard choice of section, XM =

(0, xm) or ∂M = (0, ∂m), and therefore the coordinates are not doubled. However, the

tangent space is effectively doubled and there are two copies of the Lorentz group. Therefore

there are two sets of vielbeins e(+) and e(−) which transform independently under each

Lorentz group factor. Fixing the gauge e(+) = e(−) = e breaks the doubled Lorentz

group down to its diagonal, which becomes the standard Lorentz group. With this gauge

fixing the action and equations of motion of the doubled formulation reduce to those of

standard (super)gravity. The reason the doubled formulation is useful is that the YB

deformation becomes equivalent to a coordinate dependent O(D,D)-transformation which

is easy to analyze. In fact the so-called generalized fluxes, the basic fields of the so-called

flux formulation we are using [18], transform very simply under the YB deformation. The 3-

form flux is invariant while the 1-form acquires a shift. This shift vanishes in the unimodular

case and the generalized fluxes are simply invariant, from which one can immediately

conclude that such YB deformations preserve Weyl invariance at least to two loops [19]. In

the present case, we are interested in non-unimodular R-matrices and we have to take the

shift into account. Provided that this shift satisfies certain conditions, which we determine,

the Weyl-invariance is preserved at least up to two loops. It is interesting that it is possible

to shift the 1-form generalized flux in certain ways and still preserve the equations of the

doubled formulation including the first α′-correction. This should have an interpretation

in gauged DFT [20], but we will not pursue this here.

In [19] the doubled formulation was used to determine the first α′-correction to the

2In the homogeneous case we prove this only for rank R < 8 for technical reasons.
3Gauge-transformations of B, which could affect this, are severely restricted by the fact that B is required

to be invariant under the isometries involved in the deformation. This is required in the homogeneous

case [13]. In the inhomogeneous case with a WZ-term [17] it is not required and our analysis is incomplete

in that case.
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deformed background for unimodular R. This correction arises because the fields of the

doubled formulation are not Lorentz-covariant once α′-corrections are included and a dou-

ble Lorentz transformation is needed to go to the gauge e(+) = e(−) = e and reduce to

the standard (super)gravity fields, thus leading to a correction to the background.4 Our

analysis here shows that no additional corrections are needed in the non-unimodular case,

so the correction to the deformed background is still given by the expressions found in [19].

The outline of this paper is as follows. First we review the elements we need of the

flux formulation of DFT and how the α′-correction to the double Lorentz transformations

determine the action to the first order in α′. In section 3 we derive the conditions for a YB

deformation to lead to a (super)gravity background, i.e. the conditions needed for one-loop

Weyl-invariance. The situation at two loops is analyzed in section 4 where we find weaker

conditions than at one loop. We end with some conclusions.

2 Doubled (flux) formulation

The O(D,D)-covariant formulation of (super)gravity used in DFT [22–24] turns out to be

very powerful for the kinds of questions we are interested in here. In particular we will

work with a frame-like formulation of DFT [25–27] where the structure group consists of

two copies of the Lorentz group O(1, D−1)×O(D−1, 1). In particular we use the so-called

flux formulation of [18, 28] where the first α′-correction to the bosonic and heterotic string

can also be nicely incorporated. We will always assume that the section condition is solved

in the standard way ∂M = (0, ∂m) so that we are really just working with a rewriting of

(super)gravity.

The starting point is to introduce a generalized (inverse) vielbein parametrized as

EA
M =

1√
2

 e(+)a
m − e(+)anBnm e(+)am

−e(−)
am − e(−)

a
nBnm e

(−)
a

m

 . (2.1)

Here e(±) are two sets of vielbeins for the metric Gmn which transform independently as

Λ(±)e(±) under the two Lorentz-group factors. To go to the standard supergravity picture

one fixes a gauge e(+) = e(−) = e, leaving only one copy of the Lorentz-group. The dilaton

Φ is encoded in the generalized dilaton d defined as

e−2d = e−2Φ
√
−G . (2.2)

There are two constant metrics, the O(D,D)-metric ηAB and the generalized metric HAB

which take the form

ηAB = ηAB =

(
η̄ 0

0 −η̄

)
, HAB =

(
η̄ 0

0 η̄

)
, (2.3)

where η̄ = (−1, 1, . . . , 1) is the usual Minkowski metric. The flat tangent space indices

A,B, . . . are raised and lowered with ηAB, ηAB. The generalized vielbein is used to convert

4The correction agrees with what is found by a much more involved calculation using standard (su-

per)gravity [21].
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between these indices and coordinate indices M,N, . . .. In particular we have the usual

expressions for the O(D,D)-metric and the generalized metric in a coordinate basis

ηMN =EA
MηABEB

N =

(
0 δm

n

δmn 0

)
, (2.4)

HMN =EA
MHABEBN =

(
Gmn −BmkGklBln BmkGkn

−GmkBkn Gmn

)
. (2.5)

We also define

∂A = EA
M∂M , (2.6)

where ∂M = (0, ∂m) is the ordinary derivative.

The basic fields of the flux formulation are the generalized fluxes. These are constructed

from the generalized vielbein as

FABC = 3∂[AEB
MEC]M , FA = ∂BEB

MEAM + 2∂Ad . (2.7)

The importance of these objects comes from the fact that they transform as scalars under

generalized diffeomorphisms implemented by the generalized Lie derivative defined as

LXYM = XN∂NY
M + (∂MXN − ∂NXM )Y N . (2.8)

The generalized diffeomorphisms contain the usual diffeomorphisms and B-field gauge-

transformations. The generalized fluxes satisfy the following Bianchi identities

4∂[AFBCD] = 3F[AB
EFCD]E , 2∂[AFB] = −(∂C −FC)FABC . (2.9)

Note also that

[∂A, ∂B] = FABC ∂C . (2.10)

The bosonic/heterotic5 string low-energy effective action can be cast in doubled form as

S =

∫
dX e−2dR , (2.11)

where the generalized Ricci scalar is defined as6

R = −4∂AF (−)
A + 2FAF (−)

A −F (−)
ABCF

(−)ABC − 1

3
F (−−)
ABCF

(−−)ABC . (2.12)

Here we have defined certain projections of the generalized fluxes using the natural projec-

tion operators

P± =
1

2
(η ±H) , (2.13)

5Setting the gauge fields and fermions of the heterotic string to zero.
6The last two terms are often written instead as 1

4
FACDFB

CDHAB − 1
12
FABCFDEFHADHBEHCF −

1
6
FABCFABC . In terms of the generalized metric we have instead

R = 4∂M (HMN∂Nd)− ∂M∂NHMN − 4HMN∂Md∂Nd

+
1

8
HMN∂MHKL∂NHKL −

1

2
HMN∂MHKL∂KHLN .
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as follows

F (±)
A = (P±)A

BFB , (2.14)

and

F (±)
ABC = (P∓)A

D(P±)B
E(P±)C

FFDEF , F (±±)
ABC = (P±)A

D(P±)B
E(P±)C

FFDEF .
(2.15)

Setting e(+) = e(−) = e in the generalized vielbein (2.1) this can be shown to reduce to the

correct low-energy effective (super)gravity action.

We will be interested in whether certain transformations of the generalized fluxes map

a solution to another solution, so we will need the equations of motion following from the

action (2.11). These can be easily found using the variations of the generalized fluxes with

respect to the generalized vielbein and dilaton

δEFABC = 3∂[AδEBC] + 3δE[A
DFBC]D , δEFA = ∂BδEBA + δEA

BFB , δdFA = 2∂Aδd ,

(2.16)

where δEAB = δEA
MEBM is anti-symmetric by construction. The equations of motion

become

R = 0 , ∂
(+)
A F

(−)
B + (∂C −FC)F (−)

ABC −F
(+)
CDAF

(−)DC
B = 0 . (2.17)

Here we have defined the projected derivatives ∂
(±)
A = (P±)A

B∂B. The second equation

of motion can equivalently be written with the opposite projections by exchanging + and

− superscripts. Setting e(+) = e(−) = e they reduce to correct (super)gravity equations

of motion.

The action (2.11) is invariant under three important symmetries. The first is gener-

alized diffeomorphisms, which encode regular diffeomorphisms and B-field gauge transfor-

mations. In the flux formulation we are working with here the generalized diffeomorphism

invariance is manifest since the fluxes and the derivative ∂A transform as scalars. The

second symmetry is that of global O(D,D)-transformations

XM → XNhN
M , EA

M → EA
NhN

M with hM
N ∈ O(D,D) (2.18)

and hM
N constant. Again the action is manifestly invariant under these transformations

since the fluxes are invariant. In our case we are always imposing the standard section

condition ∂M = (0, ∂m) so this symmetry is (partially) broken.

Finally, the most important symmetry for us will be the invariance under double

Lorentz transformations

δEA
MEBM = δEAB = λAB with (P+)A

C(P−)B
DλCD = 0 . (2.19)

The parameters of the infinitesimal double Lorentz transformation λAB commute with the

projectors P± so their non-trivial components are λ
(+)
AB and λ

(−)
AB , corresponding to the

two copies of the Lorentz group. These two copies rotate the two vielbeins e(±) in (2.1)

independently. The (double) Lorentz invariance of the action (2.11) is not manifest. It can
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be verified with a bit of algebra using the variations of the fluxes (2.16). In particular it

follows from these expressions that under a double Lorentz transformation

δF (±)
ABC = λ

(∓)
A

DF (±)
DBC + 2λ

(±)
[B

DF (±)
|AD|C] + ∂

(∓)
A λ

(±)
BC , (2.20)

which, except for the projections, is precisely the transformation of a connection. Indeed,

suppressing the last two indices we have7

δF (±)
M = ∂

(∓)
M λ(±) + [λ(±),F (±)

M ] , (2.21)

so that F (±)
M behave very much like connections. In fact, fixing the double Lorentz trans-

formations by setting e(+) = e(−) = e the non-zero components of F (±) are [28]

F (+)
M

ab =
1

2

 Gmnω
(+)ab
n

−(1−BG)m
nω

(+)ab
n

 , F (−)
Mab =

1

2

 Gmnω
(−)
nab

(1 +BG)m
nω

(−)
nab

 , (2.22)

where ω
(±)cd
m = ωm

cd ± 1
2Hm

cd. These expressions will be useful later.

A very important point is that the double Lorentz transformations receive α′-

corrections. In fact, this is a good thing since it allows us to derive the first α′-correction

to the action (2.11) from the knowledge of the correction to the Lorentz transformations.

We will now see how this works.

2.1 The first α′-correction

At the first order in α′ the double Lorentz transformations get corrected to [28]

δEAB = λAB + a tr
(
∂

(−)
[A λF (−)

B]

)
− b tr

(
∂

(+)
[A λF (+)

B]

)
, (2.23)

where a = b = −α′ for the bosonic string and a = −α′, b = 0 for the heterotic string (a =

b = 0 for type II). The correction involves the connection-like objects F (±)
ABC (note the trace

over the last two indices) and is therefore of the form of a Green-Schwarz transformation.

The knowledge of the correction to the Lorentz transformation can be used to find the

α′-correction to the action [28], as we will now review. For simplicity we will set b = 0 in

the derivation and restore b at the end. The variation (2.23) is then of the form δ = δ0 +aδ1

and a short calculation gives for the projections of the generalized fluxes appearing in the

lowest order action (2.11), (2.12)

δ1F (−)
A = −1

2
(∂B −FB) tr

(
∂

(−)
A λF (−)

B

)
, (2.24)

δ1F (−−)
ABC =

3

2
tr
(
∂

(−)
[A λF (−)D

)
F (−)
D|BC] (2.25)

and

δ1F (−)
ABC = (P−)[C

D tr
(
∂

(−)
B] λR

(−)
AD

)
+

1

2
tr
(
F (−)
A ∂Dλ

)
F (−)
DBC +

1

2
tr
(
∂

(−)
[B λF (−)D

)
F (+)
C]AD .

(2.26)

7We will try to be clear about when we suppress the last two indices to avoid possible confusion with

the generalized flux with one index FA.
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In the last expression we have defined the ‘curvature’ of the ‘connection’ F (−)
ABC as (sup-

pressing the last two indices which are projected by P−)

R(−)
AB = 2∂[A F

(−)
B] − (P+)[B

DFA]DEF (−)E − [F (−)
A ,F (−)

B ] . (2.27)

This object will be useful later. In particular when we project the indices A and B with P+

we have, writing R̄(−)
AB = (P+)A

C(P+)B
DR(−)

CD, (again the last two indices are suppressed)

δ0R̄(−)
AB = 2λ

(+)
[A

CR̄(−)
|C|B] + [λ(−),R(−)

AB ] + F (+)
CAB∂

Cλ(−) − ∂Cλ(+)
ABF

(−)
C , (2.28)

which apart from the last two terms is the expected transformation of a curvature.

At lowest order in α′ the action is Lorentz invariant. At the next order we find

δ1R = − 4(∂A −FA)δ1F (−)
A − 2∂BFA tr

(
∂

(−)
A λF (−)

B

)
− 2

3
F (−−)ABCδ1F (−−)

ABC − 2F (−)ABCδ1F (−)
ABC . (2.29)

Using the expressions for the δ1-variations (2.24), (2.25) and (2.26) as well as the Bianchi

identity for FA (2.9), (2.10) and the section condition this becomes

δ1R = δ0
(
−∂A

[
(∂B −FB) tr

(
F (−)
A F

(−)
B

)]
+ (∂A −FA)

[
FB tr

(
F (−)
A F

(−)
B

)])
−FABC tr

(
∂A∂

(+)
B λF (−)

C

)
+ FABC tr

(
∂

(+)
A λ∂BF (−)

C

)
− 2FABC tr

(
∂Cλ∂AF (−)

B

)
+ 2F (−)ABC tr

(
∂BλR(−)

CA

)
+ FABC∂CλAD tr

(
F (−)DF (−)

B

)
+ ∂BλAC∂A tr

(
F (−)
C F

(−)
B

)
+ FABCFBCD tr

(
∂DλF (−)

A

)
−F (−−)ABCF (−)

DBC tr
(
∂AλF (−)D

)
−F (−)ABCF (−)

DBC tr
(
∂DλF (−)

A

)
−F (−)ABCF (+)

CAD tr
(
∂BλF (−)D

)
. (2.30)

We must now find terms of order α′ whose lowest order Lorentz transformation cancels the

terms on the r.h.s. . The first term on the second line must be canceled by the variation

of a term of the form FABC tr
(
∂AF (−)

B F
(−)
C

)
and we find

δ1R = δ0
(
−∂A

[
(∂B −FB) tr

(
F (−)
A F

(−)
B

)]
+ (∂A −FA)

[
FB tr

(
F (−)
A F

(−)
B

)])
− δ0

[
FABC tr

(
∂AF (−)

B F
(−)
C

)]
−FABC tr

(
∂

(−)
C λR̄(−)

AB

)
+ ∂CλAB tr

(
F (−)
C R̄

(−)
AB

)
+ 2∂CλAB tr

(
F (−)
A F

(−)
B F

(−)
C

)
+ 2FABC tr

(
F (−)
A F

(−)
B ∂

(+)
C λ

)
+ F (++)

ABE ∂
CλAB tr

(
F (−)
C F

(−)E
)

+ 2FABE∂BλCA tr
(
F (−)CF (−)

E

)
+ FABCFDBC tr

(
∂(+)DλF (−)

A

)
−F (−)ABCF (−)

DBC tr
(
∂DλF (−)

A

)
, (2.31)

where we used the definition of the ‘curvature’ in (2.27). Using (2.28) we see that the

last two terms on the second line come from the variation of tr
(
R̄(−)ABR̄(−)

AB

)
and the
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remaining terms are also easy to write as the variation of something. When the dust has

settled one finds, reinstating b, that the corrected action

S =

∫
dX e−2d

(
R+ aR(−) + bR(+)

)
(2.32)

is invariant under Lorentz transformations up to and including order α′ where

R(−) = ∂A
[
(∂B −FB) tr

(
F (−)
A F

(−)
B

)]
− (∂B −FB)

[
FA tr

(
F (−)
A F

(−)
B

)]
+

1

2
tr
(
R̄(−)ABR̄(−)

AB

)
+

1

6
FABCC(−)

ABC . (2.33)

In the last term we have introduced the ‘Chern-Simons’ form

C(−)
ABC = 6 tr

(
F (−)

[A ∂BF
(−)
C]

)
+ 3(F (−)

D[AB −FD[AB) tr
(
F (−)
C] F

(−)D
)
− 4 tr

(
F (−)

[A F
(−)
B F

(−)
C]

)
.

(2.34)

The expression for R(+) is obtained by reversing the projections in an obvious way. These

expressions agree with the ones written in [29] but are much more compact.

3 Yang-Baxter deformations and one-loop Weyl invariance

Yang-Baxter deformations are closely related to a generalization of T-duality known as

Poisson-Lie (PL) T-duality. In particular homogeneous YB deformations can be con-

structed using non-abelian T-duality [6, 7]. It is therefore not surprising that they have a

natural formulation in terms of DFT. In the flux formulation we are working with they are

described as a coordinate dependent O(D,D)-transformation [13, 30, 31]

EA
M → ẼA

M = EA
N (1 + Θ)N

M . (3.1)

The only non-zero components of ΘN
M are Θmn = kmr k

n
sR

rs where kmr are Killing vectors

belonging to some Lie algebra g indexed by (r, s, t, . . .) and Rrs is a constant anti-symmetric

matrix satisfying, in the homogeneous case, the classical YB equation

[RX,RY ]−R([RX,Y ] + [X,RY ]) = 0 , ∀X,Y ∈ g , (3.2)

which implies the ‘Jacobi identity’ for Θ8

ΘN [K∂NΘLM ] = 0 . (3.3)

If we start from a symmetric space σ-model we can also define the inhomogeneous defor-

mation [3] where R satisfies the modified classical YB equation

[RX,RY ]−R([RX,Y ] + [X,RY ]) = [X,Y ] , ∀X,Y ∈ g . (3.4)

8Conversely, if we don’t impose any condition on R, this condition follows by requiring that we get a

(super)gravity solution [32].
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The canonical solution is the Drinfeld-Jimbo R-matrix defined to annihilate elements of the

Cartan subalgebra and to multiply generators corresponding to positive(negative) roots by

+i(−i). We can define again Θmn = kmr k
n
sR

rs which also satisfies (3.3).9

Note that letting R be multiplied by a small parameter, usually called η, these become

deformations of the original background. It is not hard to show, using the definitions (2.7),

that these deformations preserve the form of the generalized fluxes up to a shift of FA [19]

F̃ABC = FABC , F̃A = FA − 2KA . (3.5)

In addition derivatives of FABC are invariant, e.g. ∂̃AF̃BCD = ∂AFBCD. Because of the

shift this is in general not true for FA, instead

∂̃AF̃B = ∂AFB − 2∂AKB − 2EA
NΘN

M∂MKB . (3.6)

The shift of FA is given by a certain distinguished Killing vector namely KM = (0,Km)

with

Km = ∇nΘmn = ∇nkmr knsRrs = −1
2R

rsfrs
tkmt , (3.7)

where the third step involves using the algebra of the Killing vectors. This shift vanishes

precisely when R is unimodular, i.e. when Rrsfrs
t = 0.10 In this case the generalized fluxes

and their derivatives are invariant under the deformation and this directly implies that the

deformation preserves Weyl-invariance at least up to order α′ (2 loops) [19]. If we drop the

unimodularity condition we will generically get a scale-invariant but not Weyl-invariant σ-

model at one loop. This is reflected in the background solving the generalized supergravity

equations [10, 11] instead of the usual ones, the extra Killing vector appearing in these

equations being given by Km.

Here we want to ask what happens if you don’t require unimodularity but still require

the deformed model to preserve one-loop Weyl invariance.11 We will argue that, at least

in the case of symmetric spaces, it is possible to find such non-unimodular R-matrices (at

least of low enough rank to be interesting) only if the combination of metric and B-field

of the original model G ± B is a degenerate matrix. An example where this happens is

for AdS3 × S3 and indeed in that case several non-unimodular R-matrices that lead to

(super)gravity solutions have been found [15, 16].

The requirement that the equations of motion (2.17) remain invariant under the de-

formation, which is equivalent to preservation of one-loop Weyl-invariance, becomes, us-

9This was first noted in special examples in [33]. We thank S. van Tongeren for pointing this out to

us. The fact that the r.h.s. in the modified YB equation does not contribute can be seen as follows. For

a symmetric space g is generated by Pa,Mab with commutators of the form [P, P ] ∼ M , [M,P ] ∼ P and

[M,M ] ∼ M . The Killing vectors are given by kr
m = `a

m(P̂Adg)ar (see for example [13]), where `a
m

are inverse vielbeins of the left-invariant one-forms and P̂ projects on the Lie algebra generators Pa. Now

since the structure constants are Ad-invariant and since they have no component corresponding to three

Pa generators it follows that the r.h.s. in the modified YB equation does not contribute.
10It is easy to see that the Drinfeld-Jimbo R-matrix of the inhomogeneous deformation is not unimodular.
11This corresponds to having a solution of the generalized supergravity equations which also solves the

standard supergravity equations. Such ‘trivial’ solutions were analyzed in [34].
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ing (3.5) and (3.6)

∂
(+)
A K

(−)
B + (P+)A

CEC
NΘN

M∂MK
(−)
B −KCF (−)

ABC = 0 , (3.8)

∂AK
(−)
A + EA

NΘN
M∂MK

(−)A −KAF (−)
A +KAK

(−)
A = 0 . (3.9)

Since we should think of Θ as being multiplied by a small deformation parameter these

equations contain terms of first and second order in this parameter (note that K (3.7) is

of first order). These contributions then need to vanish separately.

3.1 First order terms

At the lowest order in the deformation we find the conditions

∂
(+)
A K

(−)
B −KCF (−)

ABC = 0 , ∂AK
(−)
A −KAF (−)

A = 0 . (3.10)

Using the form of the generalized vielbein (2.1) with e(+) = e(−) = e, the fact that KM =

(0,Km) and the form of F (−)
ABC in (2.22) the first equation becomes

∇a[(1 +B)b
cKc]−

1

2
Habc(1 +B)cdK

d = 0 . (3.11)

Symmetrizing in a, b and using the fact that K is Killing we find that K̃ = iKB is also a

Killing vector. Anti-symmetrizing we find, using LKB = 0, that

dK + iK̃H = 0 . (3.12)

This equation implies that H is invariant under K̃ since LK̃H = diK̃H = −ddK = 0. We

also have the same equation with K and K̃ exchanged since dK̃ = diKB = −iKH from

the invariance of the B-field under isometries, which we have assumed here.12 From the

dilaton equation we get, using the fact that K and K̃ are Killing vectors, the condition

K̃m∂mΦ = 0 , (3.13)

i.e. the dilaton is invariant under the isometry generated by K̃. To summarize, the condi-

tions we find at this order are that K̃ = iKB generates isometries of the background fields

G,H,Φ and satisfies (3.12).

For our later discussion of two-loop conformal invariance it will be useful to express

these conditions in terms of the generalized fluxes. The fact that K and K̃ generate

symmetries of the original background implies that under YB deformations

F̃ (±)
A ∂̃A(something invariant) = F (±)

A ∂A(something invariant) . (3.14)

In addition we have

KAF (−)
ABC =

1

2
(Km + K̃m)ω

(−)
mbcδ

b
Bδ

c
C

= − 1

2
(∇bKc +∇bK̃c)δ

b
Bδ

c
C −

1

4
(Km + K̃m)Hmbcδ

b
Bδ

c
C

= 0 , (3.15)

12This seems to be required in the construction of the general homogeneous deformations [13]. In the

inhomogeneous case this should be relaxed [17], but we will not try to do this here since it would take us

too far afield.
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where we used invariance of the vielbein under K, K̃ which implies iKωab = −∇aKb and

similarly for K̃ as well as the equation (3.12) and the same with K and K̃ exchanged. The

same is true with the opposite projection and therefore we have

F̃AF̃ (±)
ABC = FAF (±)

ABC . (3.16)

3.2 Second order terms

At second order in the deformation the conditions (3.8) and (3.9) read

(P+)A
CEC

NΘN
M∂MK

(−)
B = 0 , EA

NΘN
M∂MK

(−)A +KAK
(−)
A = 0 . (3.17)

We need to evaluate

EA
NΘN

M∂MKB =EA
NEB

LΘN
M∂MKL + EA

NΘN
M∂MEB

LKL

=RrsEA
NEB

MkrN
(
kLs ∂LKM −KL∂LksM

)
, (3.18)

where we used the fact that Θmn = kmr k
n
sR

rs and the isometry of the generalized vielbein,

i.e. its generalized Lie derivative (2.8) along kr vanishes, in the second step. Now we use

the form of Km in (3.7) and the algebra of the Killing vectors to reduce this to

EA
NΘN

M∂MKB = −1

2
krAkwBR

rsfsv
wRtuftu

v . (3.19)

Using the Jacobi identity and the (modified) classical YB equation this expression can be

seen to be symmetric in the indices A and B. The second order conditions now become

(G−B)ank
n
r (G+B)bmk

m
wR

rsfsv
wRtuftu

v = 0 , K2 + K̃2 = 0 . (3.20)

The first condition can be expressed as

knr k
m
wR

rsfsv
wRtuftu

v = vm+ v
n
+ + vm− v

n
− , (3.21)

where v± are zero-eigenvectors of G ± B, i.e. (G ± B)v± = 0. When G ± B is degenerate

precisely one such vector v± exists (up to rescaling). When G ± B is non-degenerate, for

example if B vanishes, then the r.h.s. is zero and we get the condition

knr k
m
wR

rsfsv
wRtuftu

v = 0 . (3.22)

This condition is very strong and in fact it seems to imply the unimodularity condition,

at least for deformations of symmetric spaces. In that case the condition becomes (see

footnote 9)

(P̂Adg)
a
r(P̂Adg)

b
wR

rsfsv
wRtuftu

v = 0 , (3.23)

and taking g = eε
aPa and expanding in ε this leads to

Rrsfsv
wRtuftu

v = 0 . (3.24)

It is easy to see from the form of the Drinfeld-Jimbo R-matrix that this rules out the

inhomogeneous deformations. For the homogeneous deformations R is invertible on the
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subalgebra where it is defined and this condition is equivalent to the condition that the

distinguished Lie algebra element Rrsfrs
tTt must lie in the center of the algebra.13 While

we have not found a general proof that this implies unimodularity one can easily verify

that this is true for R-matrices of rank< 8. In the rank 2 case this is trivial to see.

For rank 4 the relevant algebras are classified in [36] and it is easy to check that only

unimodular examples satisfy the condition. For rank 6 the relevant algebras are classified

in [37] (nilpotent algebras are automatically unimodular) and again only unimodular ones

satisfy the condition. In addition we note that for AdS5, corresponding to the isometry

group SO(2, 4), the maximum rank of R is 8 [12], however it is easy to see that the 8-

dimensional algebras in question have a trivial center and can therefore not lead to any

exception to the unimodularity condition. This rules out non-unimodular deformations of

AdSn with n ≤ 5 if G+B is invertible.

Therefore we conclude that for deformations of symmetric spaces non-unimodular R-

matrices can lead to one-loop Weyl invariant σ-models only if G ± B of the undeformed

model is degenerate (with the caveat that we checked this only up to rank 6). In that

case they must satisfy (3.20) as well as the conditions we found at first order, namely

that K̃ = iKB generates isometries of G,H,Φ and equation (3.12).14 Examples of such

backgrounds were found in [15, 16].

We will now turn to the question of what happens at two loops, i.e. including the first

α′-correction to the (super)gravity equations of motion. We will find that the conditions

at two loops as actually weaker. We will only need to satisfy the conditions we found at

first order in the deformation to solve also the two-loop equations.

4 Two-loop Weyl invariance

Here we will show that the α′-correction to the equations of motion can be cast in a form

that is manifestly invariant under non-unimodular YB deformations satisfying the one-loop

Weyl invariance conditions of the previous section. In fact our calculation will be more

general. We will assume only that the following remain invariant under the transformation

in question

FABC , ∂A1 · · · ∂An(anything invariant) ,

FAF (±)
ABC , F (±)

A ∂A(anything invariant) . (4.1)

However, FA and its derivatives need not be invariant. As we have seen this is true for

any YB deformation that is one-loop Weyl invariant (3.14), (3.16) (it is trivially true for

unimodular deformations since in that case also FA is invariant under the deformation).

13It also implies that the algebra can be constructed as a so-called symplectic double extension of a

lower-dimensional symplectic, or quasi-Frobenius, Lie algebra [35]. The question is then if the symplectic

double extension of a unimodular Lie algebra is always unimodular, in which case this condition would

imply unimodularity.
14For general inhomogeneous deformations with WZ-term a more careful analysis, where the condition

of invariance of B is dropped, is required.
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To get the equations of motion at order α′ we must vary the corrected action (2.32)

using the expressions for the variations of the fluxes in (2.16). The variation with respect

to the generalized dilaton is easy and gives just the vanishing of the Lagrangian itself

R+ aR(−) + bR(+) = 0 . (4.2)

In the following we will set b = 0 to simplify the calculations. In the end our results will

apply also for b 6= 0. Displaying only the order α′-terms that are not trivially invariant

under the YB deformation we have from (2.33)

R(−) = −2∂A
[
FB tr

(
F (−)
A F

(−)
B

)]
+ FAFB tr

(
F (−)
A F

(−)
B

)
+ . . . (4.3)

where the ellipsis denotes terms involving only FABC , which are trivially invariant. Using

the invariance of the expressions in (4.1) we see that the r.h.s. is invariant. Therefore the

dilaton equation remains satisfied to order α′ for such deformations.

Varying the action (2.32) with respect to the generalized vielbein using (2.16) the terms

involving FA, i.e. the first two terms, in R(−) (2.33) give the following contributions to the

equations of motion

2(∂C −FC)
[
(∂DF (+)

A + ∂
(+)
A F

D)F (−)
DCB

]
− (∂C −FC)

[
(∂DF (+)C + ∂(+)CFD)F (−)

DAB

]
+ (∂

(−)
A F

C − ∂CF (+)
A ) tr

(
F (−)
C F

(−)
B

)
− (∂CF (+)

A + ∂
(+)
A F

C) tr
(
F (−)
C F

(−−)
B

)
+ 2(∂CFD + ∂DFC)F (+)E

CAF (−)
DEB − (A↔ B) + . . . , (4.4)

where we suppress terms that are manifestly invariant, i.e. constructed form the invariant

combinations in (4.1). The variation of the R2
AB-term in (2.33) gives rise to the terms

4∂C
[
∂

(+)
B F

DF (−)
DCA

]
+ 4FC(∂D −FD)R̄(−)

DBCA − 4∂C
[
FDF (++)

DBEF
(−)E

CA

]
+ 2∂

(+)
A F

C tr
(
F (−)
C F

(−−)
B

)
− 4∂(+)CFDF (+)E

CAF (−)
DEB

+ 2FCF (++)
ACD tr

(
F (−)DF (−−)

B

)
+ 4FCF (++)CEFF (+)D

EAF (−)
FDB

− 2FCF (++)DE
AR̄(−)

DECB − 4FCF (−)DE
BR̄(−)

ADEC

+ 4FCF (−)DECR̄(−)
ADEB − (A↔ B) + . . . , (4.5)

where we have noted that using the definition (2.27) we have

FAR̄(−)
ABCD = ∂

(+)
B F

AF (−)
ACD −F

AF (++)
ABEF

(−)E
CD + . . . . (4.6)

Finally the variation of the CABC-term in (2.33) gives

∂AFC tr
(
F (−)
B F

(−)
C

)
−F (+)

C F
CDER(−)

DEAB − 2FCF (++)DE
BR̄(−)

DECA

− 4FCF (+)DE
BR(−)

DECA − ∂C
[
FDF (++)CDEF (−)

EAB

]
+ 2(∂C −FC)

[
FDF (++)DE

AF (−)
ECB

]
+ 2FC∂DF (+)

DBEF
(−)EC

A
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+ 2FC∂DF (++)
DBEF

(−)EC
A −F (+)

C ∂DFCDEF (−)
EAB −FCFDF

(+)CDEF (−)
EAB

− 2FCFDF (+)
CEAF

(−)E
DB + 2FCF (+)

ACD tr
(
F (−)DF (−)

B

)
+ FCF (++)

ACD tr
(
F (−)DF (−)

B

)
−FCF (++)

ACD tr
(
F (−)DF (−−)

B

)
+ 2FCF (++)CDEFDAFF (−)

EBF

+ FCF (+)EFCF (+)
EFDF

(−)D
AB + 2FCF (+)

EFBF
(+)EFDF (−)

DCA

− (A↔ B) + . . . . (4.7)

Now we need to add together these three potentially non-invariant contributions to the

equations of motion.

Using the Bianchi identity for FA (2.9) and noting also that the second term in (4.4)

can be written

2∂
(+)
C

(
∂(CFD)F (−)

DAB

)
= ∂C

(
FDF (++)

CDEF
(−)E

AB − 2∂
(−)
C F

DF (−)
DAB

)
+ 2FC∂CFDF (−)

DAB + . . .

= ∂C
(
FD[F (++)

CDE + 2F (+)
CDE ]F (−)E

AB

)
+ 2FC∂CFDF (−)

DAB + . . . (4.8)

we find, after a bit of algebra, that all terms involving only F (+)
A can be eliminated leaving

the terms

8FC∂D∂(+)
[A F

(−)
D]CB − 4FC∂D[F (−)

AC
EF (−)

DEB]− 4FC∂D[F (−)
AB

EF (−)
DCE ]

− 4FCF (++)
AD

E∂DF (−)
ECB − 8FCF (−)DE

B∂
(+)
[A F

(−)
D]EC + 8FCF (−)DEC∂

(+)
[A F

(−)
D]EB

+ 4FC∂D[F (+)
DEAF

(−)E
CB]− 8FCFD∂(+)

[A F
(−)
D]CB − 4FC∂(+)

A F
DF (−)

DCB

− 4FCFDF (+)
CEAF

(−)E
DB + 4FCFDF (−)

AC
EF (−)

DEB + 4FCFDF (−)
ABEF

(−)CDE

− 8FCF (−)DECF (++)
AD

FF (−)
FEB − 8FCF (−)DECF (−)

AE
FF (−)

DFB

− 4FCF (−)
DECF

(−)DEFF (−)
ABF− 4FCF (−)

AFCF
(−)
DEBF

(−)DEF− 4FCF (−)
FCBF

(+)
DEAF

(+)DEF

− 2FC
(
∂(−)CF (+)D + (∂E −FE)F (+)CDE −F (−)EFCF (+)

FE
D
)
F (−)
DAB

+ 2
(
∂

(+)
C F

(−)
A −FEF (−)

CAE

)
tr
(
F (−)
B F

(−)C
)
− (A↔ B) + . . . (4.9)

The last two terms drop out using the lowest order equations of motion (2.17). We now

rewrite the first term as

8FD∂C∂(−)
[B F

(+)
D]AC − 8FD∂C

(
∂

(+)
[A F

(−)
C]BD + ∂

(−)
[B F

(+)
D]AC

)
= − 8FD∂(−)

[D

(
∂

(−)
B] F

(+)
A + (∂C−FC)F (+)

B]AC −F
(−)
EFBF

(+)FE
A

)
− 4FDF (−−)

BDE∂
EF (+)

A

− 4FDF (−)
EBD∂

EF (+)
A + 8FDF (+)

[D|AC|∂
(−)
B] F

(+)C − 8FCFD∂(+)
[A F

(−)
C]BD

+ 4FDF (+)
FEA∂

(−)
B F

(−)EFD + 8FDF (−)EFD∂
(+)
[A F

(−)
E]BF + 4FDF (+)

BC
E∂CF (+)

DAE

− 4FDF (−)E
CB∂

CF (+)
DAE − 8FD(∂C −FC)

(
∂

(+)
[A F

(−)
C]BD + ∂

(−)
[B F

(+)
D]AC

)
− 8FEF (−)CDE

(
∂

(+)
[A F

(−)
C]BD + ∂

(−)
[B F

(+)
D]AC

)
+ . . . (4.10)
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The first term vanishes by the lowest order equations of motion (2.17). In the last two

terms we can use the Bianchi identity for FABC (2.9), which implies in particular that

2∂
(+)
[A F

(−)
C]BD + 2∂

(−)
[B F

(+)
D]AC =F (−)

AB
EF (−)

CED −F
(+)
BA

EF (+)
DCE + F (−)

AD
EF (−)

CBE

−F (+)
DA

EF (+)
BEC + F (++)

AC
EF (−)

EBD + F (+)E
ACF (−−)

BDE . (4.11)

After a bit of algebra we are left with

8FDF (+)
[D|A|

C
(
∂

(−)
B] F

(+)
C + (∂E −FE)F (+)

B]CE −F
(−)EF

B]F
(+)
FEC

)
− 4FDF (−−)

BD
E
(
∂

(−)
E F

(+)
A + (∂C −FC)F (+)

EAC −F
(−)
CFEF

(+)FC
A

)
− 4FEF (−)CDE

(
F (−)
AD

FF (−)
CFB −F

(+)
DA

FF (+)
BFC + F (++)

AC
FF (−)

FDB + F (+)F
ACF (−−)

BDF

)
− 8FDF (−)CE

B

(
∂

(+)
[A F

(−)
C]ED + ∂

(−)
[E F

(+)
D]AC

)
+ 4FDF (−−)

BDEF
(−)CEFF (+)

FCA

− 4FCF (−)
AFCF

(−)
DEBF

(−)DEF + 4FCF (+)DE
A

(
∂EF (−−)

BCD − ∂
(−)
B F

(−)
ECD + ∂DF (−)

ECB

)
− 4FCF (−)

FCBF
(+)
DEAF

(+)DEF − (A↔ B) + . . . . (4.12)

The first two terms vanish by the lowest order equations of motion and the remaining terms

cancel using the Bianchi identity for FABC . This completes the proof that the α′-correction

to the equations of motion can be cast in a manifestly invariant form provided that the

expressions in (4.1) are invariant. In particular this implies that if a YB deformation

preserves Weyl invariance at one-loop it also preserves it at two loops.

5 Conclusions

We have analyzed the conditions for a YB deformation of the bosonic/heterotic string

sigma-model to be Weyl-invariant at one loop, i.e. for the corresponding background to be

a (super)gravity solution. When (G + B)mn of the undeformed background is invertible

one finds no solution in the inhomogeneous case (although our analysis for the YB model

with WZ-term is not quite complete). For a homogeneous deformation of a symmetric

space one finds that the distinguished Lie algebra element Rrsfrs
tTt must belong to the

center of the algebra. We showed that, at least for rank R < 8, this in fact implies the

usual unimodularity condition Rrsfrs
t = 0 of [12]. When (G + B)mn of the undeformed

background is non-invertible instead the unimodularity condition is replaced by the weaker

conditions (3.12), (3.20) together with the condition that K̃ = iKB generate isometries of

the undeformed background G,H,Φ. This is consistent with what has been seen in specific

examples [15, 16] and the conditions we find agree with those coming from an analysis of

generalized supergravity, see appendix E of [16], when specifying to YB deformations. We

have also seen that when these conditions are satisfied the deformation in fact preserves

Weyl-invariance at least to two loops, i.e. the background solves the low-energy effective

string equations including the first α′-correction.

Interestingly, while in the case of unimodular deformations the fact that the two-loop

equations are satisfied is trivial in the doubled formulation we are using, this is not the
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case for non-unimodular ones due to the shift of FA by the generalized Killing vector KA.

In fact it took quite a bit of work to show that the equations of motion can be cast in

a form where it is easy to see that they are invariant under the deformation. It would

be interesting to understand if one can improve the formulation so that the invariance is

manifest also in the non-unimodular case and, if so, what this implies for the structure of

higher-derivative corrections. Perhaps the natural starting point to analyzing this question

is the gauged version of DFT [20].

For unimodular YB deformations the first α′-correction to the deformed background

was derived in [19], also by using the doubled formulation. The same correction is valid

also for the non-unimodular examples discussed here.

It would be interesting to extend our analysis to the general case of inhomogeneous

YB deformation with WZ-term by relaxing the requirement that B is invariant under the

isometries. The conditions must become essentially the same in that case since they are

mostly fixed by the generalized supergravity analysis. It would be interesting to understand

if there exist any non-unimodular Weyl-invariant examples in that case. It seems unlikely

to be the case since R is much more constrained than in the homogeneous case.

Finally, it would be interesting to extend the present analysis to the case of Poisson-Lie

T-duality, for which the first α′-correction was recently found [38–40] using essentially the

same approach as for YB.
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[28] D. Marques and C.A. Núñez, T-duality and α′-corrections, JHEP 10 (2015) 084

[arXiv:1507.00652] [INSPIRE].

[29] W.H. Baron, J.J. Fernandez-Melgarejo, D. Marques and C. Núñez, The odd story of
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Poisson-Lie duality is a generalization of Abelian and non-Abelian T duality, and it can be viewed as a
map between solutions of the low-energy effective equations of string theory, i.e., at the (super) gravity
level. We show that this fact extends to the next order in α0 (two loops in σ-model perturbation theory)
provided that the map is corrected. The α0 correction to the map is induced by the anomalous Lorentz
transformations of the fields that are necessary to go from a doubled OðD;DÞ-covariant formulation to the
usual (super)gravity description.
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Introduction.—The notion of T duality [1,2] is central in
string theory. It says that a closed string on a background
with Abelian isometries has another description as a string
on a dual background. In the simplest case of T duality on a
circle, the duality acts by inverting the radius of the circle.
More generally, backgrounds may have non-Abelian isom-
etry groups, and at least at the classical level there is indeed
a generalization to a non-Abelian version of T duality [3].
Unlike in the Abelian case, non-Abelian T duality (NATD)
does not generically preserve the isometries of the back-
ground, and it is therefore not obvious how to invert the
transformation. This problem was overcome by Klimčík
and Ševera in [4,5]. They realized that the map can be made
invertible by relaxing the notion of isometry. One requires
the background to have instead so-called Poisson-Lie (PL)
symmetry, namely to possess vector fields vi, with
½vi; vj� ¼ −fijkvk, under which the metric and B field of
the σ-model transform as

LviMmn ¼ −f̃jkivjpvkqMmpMqn; ð1Þ

where Mmn ¼ Gmn − Bmn and f̃jki are structure constants
of a dual Lie algebra. This more general notion of
symmetry allows to define a dual background (see below).
This construction became known as “Poisson-Lie T dual-
ity” since the group structure underlying it is that of a PL
group. The σ models on the original and dual backgrounds
are classically equivalent being related by a canonical

transformation [6]. When the dual structure constants f̃
vanish, vi generate standard isometries, and one recovers
(N)ATD.
At the world sheet quantum level, i.e., including string α0

corrections, things are more subtle. While Abelian T
duality remains a symmetry of the world sheet conformal
field theory to all orders in α0, it was quickly realized that
NATD cannot be a symmetry at the quantum level [7]. At
best it can map one world sheet conformal field theory to
another—inequivalent—one. It can therefore be used to
generate new string backgrounds from old ones. Except for
an anomaly when dualizing nonunimodular groups [8,9],
this has been shown to work to zeroth order in α0, i.e., at the
low-energy (supergravity) level of the string effective
equations, which corresponds to one loop order in σ-model
perturbation theory. Similar results are known for PL
duality, see, e.g., [10,11]. It has been a long-standing
problem whether PL and NATD can be extended beyond
this lowest order.
Here, we show that PL duality can be extended to order

α0, i.e., two loops in the σ-model perturbation theory,
provided that the map is corrected. A special case of our
results gives the corrections to NATD. When specifying to
the Abelian case we recover the results of [12].
To find this correction we exploit a powerful formulation

of the string effective equations inspired from double field
theory (DFT). It has long been known that the bosonic
string compactified on a d torus has an Oðd; dÞ T duality
symmetry [13]. DFT is a field theory where this symmetry
is made manifest form the start [14–18] and is therefore
well suited to working with T duality. This is achieved by
doubling the dimension of the physical manifold, and by
imposing a “section condition” which effectively elimi-
nates the dependence on half of the coordinates, giving the
correct dimension in the end (D ¼ 26 for the bosonic string
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and D ¼ 10 for the superstring). Here, we always work
with the standard choice of section, so that the background
depends only on the physical coordinates. In this formu-
lation it is rather the dimension of the tangent space that is
doubled, and we have two copies of the Lorentz group
instead of one [19]. The standard Lorentz group is the
diagonal of the doubled one, and under this breaking the
equations of DFT reduce to the standard string effective
equations, at lowest order in α0. A crucial point is that at the
quantum level it is impossible to preserve both theOðD;DÞ
and the Lorentz covariance of the fields [20–23]. If we
insist on fields which transform nicely under T duality and
OðD;DÞ, they must transform noncovariantly under
Lorentz transformations [24] (see [25] for another mani-
festation of this fact). The fact that the Lorentz trans-
formation of the fields receives corrections at order α0
makes the discussion of the Lorentz invariance of the
theory nontrivial. But this can be turned into a virtue rather
than a shortcoming. In fact the α0 correction to the Lorentz
transformation fixes the correction to the DFT action [24].
Remarkably, this α0-corrected OðD;DÞ-covariant action
correctly reproduces the α0 corrections to the bosonic
and heterotic string effective actions [24].
Our strategy is to use the rewriting of PL duality in the

doubled language, where it takes a natural form, see, e.g.,
[26–30]. The basic fields of the formulation we use, the
“generalized fluxes,” turn out to be invariant under PL
duality. Since the string effective equations, including the
first α0 correction, can be written in terms of the generalized
fluxes [24,31], at least to this order PL duality maps
solutions of the doubled equations to solutions. At the
standard (super)gravity level there are in fact explicit
corrections to the PL duality rules. They arise from the
noncovariance of the doubled fields under the double
Lorentz transformation needed to gauge fix down to the
diagonal subgroup and to go to the standard (nondoubled)
description. See Fig. 1 for a summary. This strategy was
used in [32] to find the α0 correction to the “homogeneous
Yang-Baxter deformations” (related to NATD [33,34]) and

it works for any OðD;DÞ transformation leaving the
generalized fluxes invariant.
Poisson-Lie duality.—In PL duality, fijk and f̃ijk are

interpreted as structure constants of Lie groups denoted by
G and G̃. These are combined into a “Drinfel’d double” D
whose Lie algebra is generated by TI ¼ ðTi; T̃iÞ, where Ti
are generators of LieðGÞ, and T̃i of LieðG̃Þ. Obviously
LieðGÞ and LieðG̃Þ are subalgebras of D but there are also
mixed commutation relations

½Ti; Tj� ¼ fijkTk; ½T̃i; T̃j� ¼ f̃ijkT̃k;

½Ti; T̃j� ¼ f̃jkiTk − fikjT̃k: ð2Þ

Importantly, D is endowed with the invariant symmetric
bilinear form hTI; TJi defined by

hTi; Tji ¼ hT̃i; T̃ji ¼ 0; hTi; T̃ji ¼ δji : ð3Þ

Having introduced D we can now present PL duality as
an invertible map between an “original” background
(specified by a metric Gmn, a Kalb-Ramond field Bmn,
and a dilaton Φ) and another “dual” background (with
fields G̃mn; B̃mn, and Φ̃). We split the coordinates of the
original background as xm ¼ ðyσ; xμÞ, where yσ are coor-
dinates on the group G to be dualized, and xμ are
coordinates that play the role of spectators under the
dualization. Similarly, for the dual background we have
x̃m ¼ ðỹσ; xμÞ with ỹσ coordinates on G̃. The y and ỹ
dependence is in fact encoded in the group elements gðyÞ ∈
G and g̃ðỹÞ ∈ G̃ featuring below. To present the map
between the original and dual backgrounds we first need
the fact that the condition (1) implies that Mmn ≡ Gmn −
Bmn is of the form

M ¼ U _Mð1þ Π _MÞ−1UT; ð4Þ

where we suppressed matrix indices for readability. The
matrix Um

r depends only on y and it is of block form with
nonvanishing components Uμ

ν ¼ δμ
ν and Uσ

i ¼ uσ i, the
latter being the components of the Maurer-Cartan form u ¼
g−1vg ¼ g−1dg ¼ dyσuσ iTi [35]. The matrix Πrs depends
only on y and its only nontrivial components are

Πij ¼ hAd−1g ∘P∘AdgT̃i; T̃ji; ð5Þ

where AdgX ¼ gXg−1 and P is the projector on LieðGÞ.
Notice that in general Π ≠ 0 thanks to the mixed commu-
tation relation of D if f̃ijk ≠ 0. The map between Mmn and
M̃mn is achieved by relating both of them to _Mrs, a matrix
depending only on spectators xμ and on which no other
condition is imposed [36]. The dual background M̃mn is
obtained by [37]

M̃ ¼ Ũ½ð _M þ Π̃ÞPþ P̄�−1ð _M P̄þPÞŨT; ð6Þ

FIG. 1. Starting with the PL duality map for the doubled fields
ðE; dÞ, the map for the standard (super)gravity fields ðG;B;ΦÞ is
obtained after a double Lorentz transformation ðΛðþÞ;Λð−ÞÞ ¼
ðΛ; 1Þ to set eðþÞ ¼ eð−Þ, thus breaking the double Lorentz group
down to its diagonal subgroup. The α0 corrections to the PL
duality map follow from the anomalous Lorentz transformations
of the fields.
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where Ũμ
ν ¼ δμ

ν, Ũσ
i ¼ ũσjδji and P, P̄ project on indices

i, j and μ, ν, respectively. As previously ũ ¼ g̃−1dg̃ ¼
dỹσũσiT̃i is a Maurer-Cartan form, and now Π̃ij ¼
hAd−1g̃ ∘P̃∘Adg̃Ti; Tji, where P̃ projects on LieðG̃Þ.
Finally, the dilatons of the two backgrounds are related
by [38]

expð−2ΦÞ ðdetGÞ
1=2

det u
¼ expð−2Φ̃Þ ðdet G̃Þ

1=2

det ũ
: ð7Þ

Taking G̃ Abelian (f̃ijk ¼ 0) implies Π ¼ 0 and Eq. (4)
simplifies to M ¼ U _MUT , encoding the usual conse-
quences of having isometries for M. Then parametrizing
the Abelian group as g̃ ¼ expðỹiT̃iÞ with ỹi ¼ ỹσδσi it
follows that ũσi ¼ δσi, Π̃ij ¼ ỹkfijk, and from (6) and (7)
we recover the rules of NATD in the presence of spectators
[39]. Even simpler is the case when also G is Abelian
(fijk ¼ 0) so that M is invariant under dim(G) Uð1Þ
isometries. Then also Π̃ ¼ 0 and Eq. (6) implements dim
(G) factorized T dualities, reducing to the celebrated
Buscher rules when only one isometry is dualized.
Double formulation.—The nonlinear maps in (4) and (6)

admit a much simpler and linear formulation in the doubled
language, where one works with matrices OM

N of dimen-
sion 2D × 2D. These are elements of the group OðD;DÞ,
meaning that OM

PON
QηPQ ¼ ηMN where

ηMN ¼
�

0 δmn

δm
n 0

�
: ð8Þ

In fact let us construct the (inverse) “generalized vielbein”
which we parametrize as

EA
M ¼ 1ffiffiffi

2
p
 

eðþÞanMnm eðþÞam

−eð−Þna Mnm eð−Þma

!
; ð9Þ

where A is a flat index and M curved. We use similar
parametrizations for ẼA

M and _EA
R, adding tildes and dots.

Above, eð�Þ are two possible vielbeins for the metric Gmn.
They are not necessarily equal and in general they are
related by a nontrivial Lorentz transformation. Each of
them transform under only one of the two copies of the
Lorentz group [distinguished by the (þ) and (−)] arising in
the doubled formulation. The generalized vielbein is one of
the main ingredients of the “framelike formulation” of
DFT, and it will be important for our derivation of the
“unimodularity condition” (18) and the α0 corrections to PL
duality. It is straightforward to check that the relations (4)
and (6) are equivalent to the relations

E ¼ _Eð1þ ΠÞU; Ẽ ¼ _Eð1þ Π̃ÞŨ; ð10Þ

where we suppressed indices. In our notation all dotted
quantities only depend on xμ. The nonvanishing

components of ΠR
S and Π̃R

S are again only Πij and Π̃ij
and the antisymmetry properties Πij ¼ −Πji and Π̃ij ¼
−Π̃ji imply that ð1þ ΠÞ; ð1þ Π̃Þ are elements ofOðD;DÞ.
The matrices U; Ũ are also elements of OðD;DÞ with
U i

σ ¼ uiσ, U i
σ ¼ uσ i, Ũ

iσ ¼ ũiσ , Ũ iσ ¼ ũσi, Uμ
ν ¼ Uμ

ν ¼
Ũμ

ν ¼ Ũμ
ν ¼ δμ

ν. We are using a notation so that uσi and
ũiσ are the inverses of uσ i and ũσi, respectively. To match
(4) and (6) with (10) one finds that the (þ) and (−)
vielbeins must transform differently

eð�Þm
a ¼ _eð�Þs

a Oð�ÞsrðU−1Þrm;
ẽð�Þm
a ¼ _eð�Þs

a Õð�ÞsrðŨ−1Þrm; ð11Þ

where

OðþÞ ¼ 1þ _MΠ; ÕðþÞ ¼ P̄þ ðΠ̃þ _MÞP;
Oð−Þ ¼ 1 − _MTΠ; Õð−Þ ¼ P̄þ ðΠ̃ − _MTÞP: ð12Þ

In both cases the (þ) and (−) vielbeins are then related by
Lorentz transformations as eð−Þma ¼ Λa

beðþÞm
b and ẽð−Þma ¼

Λ̃a
bẽðþÞm

b where

Λ ¼ _e−1Oð−ÞO−1
ðþÞ _e; Λ̃ ¼ _e−1Õð−ÞÕ−1

ðþÞ _e; ð13Þ

if we fix _e ¼ _eðþÞ ¼ _eð−Þ. Finally, the transformation (7) is
translated into

dþ 1

2
log det u ¼ _d ¼ d̃þ 1

2
log det ũ; ð14Þ

where d; _d; d̃ are called “generalized dilatons” and are
parametrized as in d ¼ Φ − 1

4
log detG [41].

PL duality as a map between string backgrounds.—The
double formulation is very useful because in this language
it is very simple to prove that the PL duality trans-
formation is a solution generating technique in string
theory, at least to leading and subleading order in the α0
expansion. From EA

M and d one can construct the
generalized fluxes

FABC ¼ 3E½AM∂MEB
NEC�N;

FA ¼ EBM∂MEB
NEAN þ 2EA

M∂Md; ð15Þ

that are the dynamical fields of the framelike formulation
of DFT. In fact the DFTequations of motion can be written
only in terms of the above fluxes and their flat derivatives
∂AF ¼ EA

M∂MF , both at leading and subleading order in
the α0 expansion [31]. Under the transformation (10) we
have

FABC ¼ 3 _E½A
½A∂μ

_EB
N _EC�N

þ 3 _E½A
i _EB

j _EC�kfijk þ 3 _E½A
i _EBj

_EC�kf̃jki; ð16Þ
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FA ¼ _EBμ∂μ
_EB

N _EAN þ 2 _EA
μ∂μ

_d

þ _EA
ifijj − _EAiðf̃ijj þ fjkiΠjkÞ: ð17Þ

For the reader’s convenience we give the details of the
computation in the Supplemental Material [37]. The
results for the dual background are analogous upon
exchanging tilded and untilded quantities, and appropri-
ately raising or lowering i, j, k indices. Because of the
symmetry of (16) under this transformation, it immedi-
ately follows that FABC ¼ F̃ABC. Equation (17) instead is
not symmetric under this transformation, but it becomes
symmetric if we impose the tracelessness of the structure
constants

fijj ¼ 0; f̃ijj ¼ 0; ð18Þ

as detailed in the Supplemental Material. When this
“unimodularity condition” holds we have simply

FA ¼ _EBμ∂μ
_EB

N _EAN þ 2 _EA
μ∂μ

_d; ð19Þ

and FA ¼ F̃A immediately follows. Notice that not
only both fluxes but also their flat derivatives are
invariant under the PL transformation. In fact, since
they only depend on spectators xμ it follows
that EA

M∂MF ¼ EA
μ∂μF ¼ ẼA

μ∂μF̃ ¼ ẼA
M∂̃MF̃ .

If we start from a string background, or in other words
given a model with EA

M and d of the PL form (10) and (14)
that satisfies the doubled equations of motion to zeroth and
first order in α0, we conclude that the dual model given by
ẼA

M and d̃ also satisfies the same equations, at least when
(18) holds. This observation extends to higher orders under
the assumption that there exists a formulation of the string
effective action in terms of the generalized fluxes and their
flat derivatives [31] also at higher orders in α0. This in turn
should be true as long as it is possible to make diffeo-
morphisms, B-field gauge transformations, and OðD;DÞ
symmetry manifest.
This is a proof that PL duality is a solution generating

technique in string theory at least when both structure
constants are traceless, as found already to lowest order in
[42]. When G̃ is Abelian this condition reduces to the
unimodularity condition for NATD [8,9].
α0 corrections.—So far, we have shown that in the

doubled formulation the PL duality transformation works
and remains uncorrected at least to order α0. Note that the
assumption is that the DFT equations are satisfied without
the need of correcting the OðD;DÞ form (10) of the PL
transformation, and therefore only _M and _d in (10) and (14)
can depend on α0.
The description of the two models in terms of standard

(i.e., nondoubled) fields ðG;B;ΦÞ and ðG̃; B̃; Φ̃Þ is differ-
ent, and the PL duality transformation between these does
receive α0 corrections. The reason is that when going from a

doubled to a standard (super)gravity formulation we must
first perform a double Lorentz transformation to set the two
vielbeins eðþÞ and eð−Þ equal [24]. At order α0 the fields of
the doubled formulation transform noncovariantly under
local Lorentz transformations, and this induces extra α0
corrections also for the standard fields. The situation is
illustrated in Fig. 1. Because of the noncovariance even
under the diagonal of the double Lorentz group, we say that
the reduction from the doubled to the standard formulation
picks a specific noncovariant “scheme,” which we call the
scheme of DFT. To translate our results into the covariant
schemes of [43–46] one must implement α0-dependent field
redefinitions. We provide a dictionary [47] in the
Supplemental Material [37].
The first α0 correction to Mmn induced by the compen-

sating double Lorentz transformation with ΛðþÞ and Λð−Þ
is [48]

aΔð−Þ
Λð−ÞM

ðDFTÞ
nm þ bΔðþÞ

ΛðþÞM
ðDFTÞ
mn ; ð20Þ

where a ¼ b ¼ −α0 for the bosonic string and a ¼ −α, b ¼
0 for the heterotic string (and a ¼ b ¼ 0 for type II). The
finite form of the anomalous transformations is [37]

Δð�Þ
Λ MðDFTÞ

mn ¼ 1

2
trð∂mΛΛ−1ωð�Þ

n Þ − BWZW;ðΛÞ
mn

þ 1

4
trð∂mΛΛ−1∂nΛΛ−1Þ; ð21Þ

where ωð�Þb
ma ¼ ωma

b � 1
2
Hma

b and ω is the spin connection
for the vielbein e after the diagonal gauge fixing. The
WZW-like contribution to B is defined by

dBWZW;ðΛÞ ¼ −
1

12
trðdΛΛ−1dΛΛ−1dΛΛ−1Þ: ð22Þ

The α0 corrections to the original model can be obtained,
for example, after choosing e ¼ eð−Þ and doing the double
Lorentz transformation on eð�Þ to achieve the diagonal
gauge with ðΛðþÞ;Λð−ÞÞ ¼ ðΛ; 1Þ and Λ given in (13) [49].
Then the correction is

ΔMðDFTÞ ¼ bΔðþÞ
Λ MðDFTÞ

þ α0Uð1þ _MΠÞ−1Δ _Mð1þ Π _MÞ−1UT; ð23Þ

where the second term comes when expanding (4) with the
α0 corrections _M → _M þ α0Δ _M. Notice that for the heter-
otic string (b ¼ 0) the PL map is uncorrected in the DFT
scheme in the gauge e ¼ eð−Þ [50]. For the dual background
the same reasoning applies, and choosing ẽ ¼ ẽð−Þ
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ΔM̃ðDFTÞ ¼ bΔðþÞ
Λ̃ M̃ðDFTÞ

þα0Ũð _MPþ Π̃þ P̄Þ−1Δ _Mð−PŨ−1M̃þ P̄ŨTÞ:
ð24Þ

The transformation of the dilatons follows from the fact
that the generalized dilaton (14) is not anomalous under
Lorentz [24] and that the parametrization in terms of
standard metric and dilaton holds to α0 order. Then

ΔΦðDFTÞ ¼ α0Δ _dþ 1

4
GmnΔGðDFTÞ

mn ;

ΔΦ̃ðDFTÞ ¼ α0Δ _dþ 1

4
G̃mnΔG̃ðDFTÞ

mn ; ð25Þ

where we allowed an α0 correction _d → _dþ α0Δ _d.
We refer to the Supplemental Material for an example of

a computation of such α0 corrections, and for Refs. [51,52].
When specifying the map to a single Uð1Þ T duality,
Eqs. (24) and (25) reproduce the rules written in [12] by
Kaloper and Meissner, as proved in [32].
Conclusions.—In this Letter, we employed the framelike

formulation of DFT to show that [when the conditions in
(18) hold] PL duality is a map between solutions of the low-
energy effective string equations at least to first order in α0
and quite possibly to all orders. We did this for a two-
parameter family of theories interpolating between the
bosonic and the heterotic string (when the gauge fields
and fermions of the latter are set to zero). It would be
interesting to generalize these results to the case in which
G, for example, is replaced by the coset G=H.
The importance of Eqs. (23), (24), and (25) is twofold.

First, they provide the necessary quantum corrections to the
PL duality transformation rules in order to extend the map
to order α0. Second, they imply that the form of the α0
corrections of backgrounds admitting PL symmetry is
strongly constrained by the PL symmetry itself [53]. In
particular, Eqs. (23) and (25) can be interpreted as an
efficient way to compute α0 corrections for PL symmetric
backgrounds, since the only unknowns are Δ _M and Δ _d,
and they can be found by imposing the order α0 equations of
motion. This is much simpler than trying to compute the
corrections directly for M and Φ. It would be interesting to
see if, when considering nonconformal σ models, the α0
corrections that we find preserve the form of the β
functions.
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1 Introduction

Yang-Baxter deformations were originally constructed as deformations of the Principal Chi-

ral Model and (super)coset sigma models with the interesting property that they preserve

integrability [1–4]. The deformations are built using an R-matrix which solves the classical

Yang-Baxter equation (CYBE)

[RX,RY ]−R([RX,Y ] + [X,RY ]) = c2[X,Y ] , ∀X,Y ∈ g , (1.1)

where c = 0 gives the standard CYBE equation and c 6= 0 corresponds to the modified

CYBE. We will consider only the c = 0 case here, for which the deformed models are often

called homogeneous YB models. It was shown in [5, 6] that homogeneous deformations

can be generated using non-abelian T-duality. One simply adds a closed, non-degenerate,

B-field defined on a subalgebra of the isometry algebra and dualizes on that subalgebra.1

This construction means that these deformations can be defined for a general sigma model

as long as it admits isometries that can be dualized. In particular the YB deformation of

the Green-Schwarz superstring was constructed in [7]. A special case of this deformation

1From this construction one obtains a deformation of non-abelian T-duality, but it is possible to show

that a local field redefinition (i.e. a diffeomorphism in target space) plus a shift of the B-field permit to

rewrite the result as a homogeneous YB deformation. See [5, 6] for more details.
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is when the isometries are abelian and in that case the deformed model is simply a T-

duality-shift-T-duality (TsT) transformation [8], which are usually called β-shifts or β-

transformations in the context of O(d, d).

Just as in non-abelian T-duality [9, 10], these models may in principle have a Weyl

anomaly. When the anomaly is present the target space fields do not solve the standard

supergravity equations but a generalization of these [11, 12]. Similar to the non-abelian T-

duality case this anomaly is absent if one requires the R-matrix to satisfy a unimodularity

condition [13]. This is the case we consider here although unimodularity is not a necessary

condition to avoid a Weyl anomaly [14–16].

The realization of homogeneous YB models using T-duality makes it natural to try to

describe these models using the O(d, d)-covariant language of Double Field Theory (DFT),

as was done starting with the work of [17]. In fact the YB deformations take the form

of a so-called β-transformation [14, 18] in O(d, d) language. This language is particularly

useful since, as we will show in this paper, unimodular homogeneous YB deformations leave

the generalized fluxes — the basic building blocks in the O(d, d)-covariant formalism —

invariant (see also [18, 19]). With this observation it becomes very simple to prove that the

deformed model solves the low-energy field equations, since those have an O(d, d)-covariant

formulation in terms of the generalized fluxes. In fact the same is true for the first α′-

correction to these equations as shown in [20]. Therefore it is also straightforward to argue

that YB-deformed bosonic strings2 are Weyl invariant at least up to two loops. The fact

that all higher derivative corrections should respect the O(d, d) structure suggest that this

should even be true to all orders in α′, although a complete proof that the string effective

action can be written only in terms of generalized fluxes is not known to the authors.

Naively this argument may seem to suggest that the YB-deformed backgrounds should

not receive any α′-corrections beyond those coming from the intrinsic α′-dependence of

the original (i.e. undeformed) background. But this is at odds with the results of [21],

where non-trivial corrections were found working to second order in the expansion in the

deformation parameter. When focusing on the class of TsT transformations, it is also at

odds with the fact that abelian T-duality is known to receive α′-corrections, as was shown

in various works starting from [22–28], which would be expected to lead to corrections to

TsT. As we will explain in more detail in the rest of the paper, the resolution is that while

in the doubled formalism there is indeed no correction, corrections appear when one wants

to go from the doubled formalism to a standard (super)gravity formulation. In order to do

that one has to fix the double Lorentz gauge-invariance in such a way that the two vielbeins

that naturally exist in the doubled formulation are set equal. This requires a certain double

Lorentz transformation and — given that the fields of the doubled formulation have an

anomalous transformation3 under double Lorentz transformations [33] — this induces an

2Note that while here we consider only the bosonic string for definiteness, very similar results hold for

the heterotic string. In fact they can both be treated at the same time by introducing parameters that

interpolate between the two as in for example [20]. Note that the relevant equations for the target space

fields for the bosonic string are the type II supergravity equations with RR fields set to zero. Therefore we

will often loosely refer to them as the (super)gravity equations.
3The fact that manifest O(d, d) symmetry requires the fields to transform non-covariantly was clarified

in the works [29–32].
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extra α′-correction to the deformed background whose form we determine. A special case

of our formula gives the α′-correction to TsT transformations.

This discussion naturally connects also to the identification of α′-corrections to abelian

T-duality transformations, as mentioned above. We will discuss also this and comment on

the comparison to the results of [26]. Starting from the corrections to T-duality we will

be able to provide an independent way to obtain α′-corrections to TsT transformations,

which does not make use of the double O(d, d) formulation.

The outline of the paper is as follows. First we give a very brief introduction to the

concepts needed from the O(d, d)-covariant formulation as used in DFT. In section 3 we

describe what Yang-Baxter deformations are in this language and show that they leave

the generalized fluxes invariant. The α′-correction to these deformations induced by the

compensating anomalous Lorentz transformation is described in section 4. Section 5 focuses

on abelian T-duality and TsT transformations and we show that the results agree with those

obtained using the O(d, d)-covariant formulation. We end with some concluding comments.

2 O(d, d) covariant formulation of supergravity

We will take inspiration from DFT and use the O(d, d) covariant formulation of (su-

per)gravity. In particular we will work with the so-called frame-like formulation of DFT [34–

36] where the structure group is taken as two copies of the Lorentz group O(1, d − 1) ×
O(d − 1, 1). More details and references can be found in the reviews [37–39]. However,

unlike in DFT, we will always assume that the section condition is solved in the standard

way ∂M = (0, ∂m) so that we are really just working with a rewriting of supergravity. Here

we will actually consider only the NSNS sector as appropriate for the bosonic string.

In the frame-like formulation one writes the generalized metric in terms of generalized

(inverse) vielbeins

HMN = EA
MHABEBN , (2.1)

where HAB is block diagonal with the usual Minkowski metric η̄ = (−1, 1, . . . , 1) in each

block. Coordinate indices are raised and lowered with the O(d, d) metric

ηMN = ηMN =

(
0 1

1 0

)
, (2.2)

and flat indices with the metric

ηAB = ηAB =

(
η̄ 0

0 −η̄

)
. (2.3)

The generalized metric can be parameterized in the form

HMN =

(
Gmn −BmkGklBln BmkGkn

−GmkBkn Gmn

)
, (2.4)

in terms of the usual metric G and B-field. We take the generalized (inverse) vielbein to be

EA
M =

1√
2

(
e(+)a

m − e(+)anBnm e(+)am

−e(−)
am − e(−)

a
nBnm e

(−)
a

m

)
. (2.5)

– 3 –
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Here e(±) are two sets of vielbeins which transform independently as Λ(±)e(±) under the

two Lorentz-group factors. To go to the standard supergravity picture one fixes a gauge

e(+) = e(−) = e leaving only one copy of the Lorentz-group.

An important object is the so-called generalized Weitzenböck connection, defined in

terms of the generalized vielbeins as

ΩABC = EA
M∂MEB

NECN . (2.6)

From this the generalized fluxes are constructed as

FABC = 3Ω[ABC] , FA = ΩB
BA + 2EA

M∂M d̂ , (2.7)

where d̂ is the generalized dilaton related to the standard one as e−2d̂ = e−2Φ
√
−G. The

importance of these objects comes from the fact that the generalized fluxes are scalars under

generalized diffeomorphisms. This follows from the fact that a generalized diffeomorphism

is implemented by the generalized Lie derivative which acts on a vector field as

LXYM = XN∂NY
M + (∂MXN − ∂NXM )Y N . (2.8)

The NSNS sector supergravity equations, or bosonic string low-energy effective equations,

can be expressed in terms of the generalized fluxes only. To do this we first introduce the

projectors

P± =
1

2
(η ±H) . (2.9)

Defining the following projections of the generalized fluxes

F (±)
ABC = (P∓)A

D(P±)B
E(P±)C

FFDEF , F (±)
A = (P±)A

BFB , (2.10)

they take the form4

(P+)A
C(P−)B

D

[
∂CFD−(FE−∂E)F (−)

CDE+
1

4
FCEFFDEF−

1

4
(F2)CD

]
= 0 , (2.11)

R=−4∂AF (−)A+2FAF (−)A+
1

4
FACDFBCDHAB−

1

12
F2− 1

6
FABCFABC = 0 , (2.12)

where (F2)AB = FACDHCEHDFFBEF and F2 = HAB(F2)AB. The last line defines the

generalized Ricci scalar and these equations of motion can be derived from the action

S =

∫
dX e−2d̂R . (2.13)

Let us emphasize again that for us this is just a convenient rewriting of the usual bosonic

string effective action and equations of motion at lowest order in α′.

4Note that eq. (3.78) in [37] is not correct, since for example the P+P+ projection does not vanish.

– 4 –



J
H
E
P
0
7
(
2
0
2
0
)
1
0
3

3 Yang-Baxter deformations in O(d, d) language

We first need to show how to write YB deformations in O(d, d) language at leading order in

α′, which will be needed later when discussing their α′-corrections. Under a YB deformation

we have (e.g. [7, 40])5

G−B → G̃− B̃ = (G−B)(1 + Θ(G−B))−1 . (3.1)

The transformation of the dilaton is such that the generalized dilaton d̂ is invariant. The

transformation of G and B is equivalent to the following transformation of the generalized

metric (2.4)

H → H̃ = hTHh , hM
N = δM

N + ΘM
N , (3.2)

where

ΘM
N =

(
0 Θmn

0 0

)
, Θmn = kmr k

n
sR

rs, (3.3)

where kmr are Killing vectors of the undeformed background6 and Rrs is a constant anti-

symmetric matrix satisfying (1.1) with c = 0 (r, s are Lie algebra indices). Later we

will show that if we just impose that R is constant and anti-symmetric, the additional

property of satisfying the CYBE (1.1) will have a natural interpretation. The generalized

vielbein (2.5) then transforms as

EA
M → ẼA

M = EA
NhN

M . (3.4)

Note that the two sets of vielbeins in (2.5) transform differently, namely

ẽ(±)m
a = e(±)n

a

[
δmn − (Bnk ∓Gnk)Θkm

]
. (3.5)

This means that if we start from an undeformed background in a gauge such that e(+) =

e(−) = e, we will need to accompany the YB deformation by a generalized double Lorentz

transformation. We will keep ẽ(+) invariant and transform ẽ(−) by

(Λ(−))a
b = Λ̃a

b = [1 + (G−B)Θ]a
c([1− (B +G)Θ]−1)c

b , (3.6)

in order to preserve the gauge ẽ(+) = ẽ(−). At the (super)gravity level this is of no

concern since all objects transform covariantly, but when one considers α′-corrections this

transformation becomes important due to anomalous transformations of the fields, as we

will discuss in the next section.

Note that this is a reformulation of YB deformations in the form of an O(d, d) trans-

formation, in fact h has the form of a so-called β-transformation or β-shift. It is not a

standard O(d, d) transformation, such as the ones under which the DFT action is invariant,

5We use a tilde to denote quantities after doing the deformation. We absorb the deformation parameter

(usually denoted by η) into Θ to simplify the expressions.
6The assumption is that the Lie derivatives along kmr of the metric, the B-field and the dilaton of the

original background vanish. One could in principle relax the isometry condition on B by demanding only

that the Lie derivative of H vanishes, but we will not consider this generalization here.

– 5 –



J
H
E
P
0
7
(
2
0
2
0
)
1
0
3

though. This is first of all because Θmn is (in general) not constant and second, and more

importantly, because Θmn depends on the background itself since it is constructed using

Killing vectors. This is therefore not a symmetry but a map of a background to another

background, which is in fact a deformation of the first if we take Θ to be multiplied by a

small parameter.

It follows from the transformation of the generalized vielbein that the generalized

Weitzenböck connection (2.6) transforms as

Ω̃ABC = EA
LhL

M∂MEB
NECN + EA

LhL
M∂MhK

N (h−1)N
PEB

KECP

= ΩABC + EA
LΘL

M∂MEB
NECN + EA

LhL
M∂MΘKNEB

KEC
N , (3.7)

where we used the fact that any expression with two Θ’s contracted (with ηMN ) vanishes.

Now we use the fact that kr generate isometries, i.e. the generalized Lie derivative of EA
M

and d̂ along kr vanish7

kLr ∂LEA
M + (∂MkrL − ∂LkMr )EA

L = 0 , kKr ∂K d̂ =
1

2
∂Kk

K
r . (3.8)

Using this fact one finds that the change of the generalized flux FABC is proportional to

the YB equation for R in the form

ΘM [K∂MΘLN ] = 0 . (3.9)

Therefore FABC is invariant under a YB deformation (see also [18, 19]8). For FA we find

F̃A = FA −ΘL
K∂KEA

L − ∂KΘL
KEA

L + 2EA
NΘN

M∂M d̂ , (3.10)

and using (3.8) we find

F̃A = FA + EA
M∆FM , ∆FM =

(
−2∇nΘmn

0

)
. (3.11)

Therefore FA is invariant precisely when the R-matrix is unimodular, since ∇nΘmn ∝
f trsR

rs, and f trsR
rs = 0 is the unimodularity condition of [13].

We have therefore shown that the generalized fluxes are invariant under unimodular

YB deformations. In fact their derivatives are also invariant since for example

∂AFB = EA
M∂MFB → ∂AFB − EANΘN

M∂MFB = ∂AFB , (3.12)

because kMr ∂MFB = LkrFB = 0 by isometry.

Since the (NSNS sector) supergravity equations of motion can be cast in terms of the

generalized fluxes and their derivatives, this is enough to conclude that they are invariant

7Recall that d̂ is a density rather than a scalar, hence the non-zero r.h.s. in the second equation. Note

also that we are assuming the vielbeins and not just the metric to be invariant. This assumption was also

made in [7], whose derivation we rely on, but it should be possible to relax it. We comment more on this

in the next section.
8This is however at odds with [41].
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under unimodular YB deformations. In other words such YB deformations map SUGRA

solutions to SUGRA solutions. Moreover, also the first α′-correction to the bosonic string

equations can be cast in terms of the generalized fluxes and their derivatives, and therefore

our argument shows that in fact the YB deformation preserves Weyl invariance at least

to two loops.9 In fact one would expect that all α′-corrections to the equations can be

expressed in O(d, d) covariant form, which probably means they can be written only in

terms of the generalized fluxes and their derivatives. If this is the case then our argument

implies that YB deformations of the bosonic string preserve Weyl-invariance to all loops, i.e.

they map a consistent bosonic string to another consistent bosonic string to all orders in α′.

4 The α′-correction to YB deformations

Our general argument above has shown that YB deformations preserve two-loop Weyl in-

variance for the bosonic string. In fact they seem to require no additional α′-corrections to

the background besides those that are induced from the corrections to the original back-

ground. Here we want to understand how this fits with the results of [21] where additional

α′-corrections were found for YB deformations. The resolution is that the additional α′-

corrections are indeed absent in the O(d, d) covariant approach, but when one goes down to

a standard supergravity formulation one has to fix the double Lorentz symmetry by fixing

e(+) = e(−) = e. The double Lorentz transformation required to do this induces, via the

anomalous transformation of the generalized vielbein at order α′, additional α′-corrections

to the YB deformed model. Let us now see how this works.

It was shown in [33] that at order α′ the generalized vielbein acquires an anomalous

transformation under (double) Lorentz transformations. The transformation of the vielbein

is given by10

δEA
M = −λABEBM + α′δ̂λEA

M , δ̂λEA
M =

(
∂

(−)
[A λC

DF (−)
B]D

C − ∂(+)
[A λC

DF (+)
B]D

C
)
EBM ,

(4.1)

where λC
D are parameters of an infinitesimal double Lorentz transformation and the second

term is the anomalous piece. Note that we have defined the projected derivatives ∂
(±)
A =

(P±)A
B∂B. After fixing the gauge e(+) = e(−) = e the non-zero components of F (±) are [33]

F (+)
M

ab =
1

2

(
Gmnω

(+)ab
n

−(1−BG)m
nω

(+)ab
n

)
, F (−)

Mab =
1

2

(
Gmnω

(−)
nab

(1 +BG)m
nω

(−)
nab

)
, (4.2)

where ω
(±)cd
m = ωm

cd ± 1
2Hm

cd, and the spin-connection is related to the vielbein and the

Christoffel symbols Γpmn as

ωmc
d = ec

n∂men
d − Γpmnec

nep
d. (4.3)

9The action was written in terms of the fluxes in [20]. But the variation of the generalized fluxes are again

expressed in terms of the generalized fluxes which shows that the equations of motion are also expressed in

this way, which is all we need.
10We are specifying here to the case of the bosonic string by setting a = b = −α′ in the formulas of [33].
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This leads to the anomalous infinitesimal transformations11

δ̂Ḡmn = −1

2
∂(mλ

(+)cdω
(+)
n)cd −

1

2
∂(mλ

(−)cdω
(−)
n)cd , (4.4)

δ̂B̄mn =
1

2
∂[mλ

(+)cdω
(+)
n]cd −

1

2
∂[mλ

(−)cdω
(−)
n]cd . (4.5)

Of course, after fixing the gauge e(+) = e(−) = e only the transformations with

λ(+) = λ(−) = λ remain and the anomalous Lorentz transformations of the fields become

δ̂Ḡmn = −∂(mλ
cdωn)cd , (4.6)

δ̂B̄mn =
1

2
∂[mλ

cdHn]cd . (4.7)

We see from these expressions that we can define new fields that transform non-anomalously

by12

G(MT)
mn = Ḡmn + α′

(
1

2
ωmcdωn

cd +
3

8
HmklHn

kl

)
, (4.8)

B(MT)
mn = B̄mn +

α′

2
Hcd[mωn]

cd . (4.9)

The explicit non-covariant terms are constructed such as to cancel the anomalous Lorentz

transformations. Notice that the above redefinitions also fix the finite form of the anoma-

lous Lorentz transformations of Ḡ, B̄.

4.1 Compensating anomalous transformation

When we are dealing with the YB deformation it is crucial to remember the compensating

double Lorentz transformation needed to make ẽ(+) = ẽ(−) given by (3.6). Setting λ(+) = 0

and λ(−) = λ̃ in (4.5) we find that this induces an extra transformation of the fields at

order α′ given by13

δ̂Ḡmn = −1

2
∂(mλ̃

cdω̃
(−)
n)cd , δ̂B̄mn = −1

2
∂[mλ̃

cdω̃
(−)
n]cd . (4.10)

We now need the finite form of the transformation since we are doing a finite transformation

Λ̃ = eλ̃ given by (3.6). To find it we use the same strategy as above. We redefine G and

B by terms involving the spin connection in such a way that the new fields do not have

11The bar on the fields is to emphasize that these are the fields coming from the doubled formulation

and which have an anomalous Lorentz transformation. Below we will define unbarred fields that transform

covariantly.
12We have included an extra shift of Gmn by H2

mn to go to the scheme of Metsaev and Tseytlin (MT),

see [33] and appendix A.
13In (4.5) we assumed e(+) = e(−) = e and we were doing a double Lorentz transformation from that

starting point. Here we can use the same logic, assuming that we start from the gauge ẽ(+) = ẽ(−) = ẽ for

a YB deformation and go back to the situation where ẽ(+) = ẽ and ẽ(−) = Λ̃T ẽ as in (3.5). In this way we

construct the inverse of the anomalous transformation we want. We remind that ω
(±)cd
m = ωm

cd ± 1
2
Hm

cd,

so that the (±) on the torsionful spin-connection should not be confused with the (±) on the two vielbeins

coming from DFT. Setting λ(+) = 0 means that for the deformed model we take ẽ = ẽ(+).

– 8 –



J
H
E
P
0
7
(
2
0
2
0
)
1
0
3

any anomalous transformation. From this one can then read off the finite form of the

transformation.

For Ḡmn this is easily done by noting that Ḡmn + α′

4 ω̃
(−)cd
m ω̃

(−)
ncd is invariant under the

above transformation and so the finite transformation for Ḡ is14

δcompḠmn = −1

2
[Λ̃∂(mΛ̃T ]cdω̃

(−)
n)cd +

1

4
[Λ̃∂mΛ̃T ]cd[Λ̃∂nΛ̃T ]cd . (4.11)

For B̄mn things are more subtle because a similar term 1
4 ω̃

(−)cd
[m ω̃

(−)
n]cd vanishes by anti-

symmetry. The part involving H in ω(−) can be integrated as before, while the part

involving ω can be found by the following trick. Consider the anomalous transformation

of H = dB instead. One finds that H transforms like the Chern-Simons form for ω

δ̂H̄ = −1

4
δCS(ω) = −1

4
δtr

(
ωdω +

2

3
ωωω

)
. (4.12)

The finite transformation of the CS form is

δCS(ω) = d(Λ̃dΛ̃Tω)− 1

3
tr(Λ̃TdΛ̃Λ̃TdΛ̃ΛTdΛ̃) . (4.13)

This implies that the transformation of B can be taken to be

δcompB̄mn = −1

2
[Λ̃∂[mΛ̃T ]cdω̃

(−)
n]cd +BWZW

mn , (4.14)

where BWZW is defined by

dBWZW = − 1

12
tr(Λ̃TdΛ̃Λ̃TdΛ̃Λ̃TdΛ̃) . (4.15)

Now that we have found the pieces induced by the compensating double Lorentz transfor-

mation we are ready to write the α′-correction to the YB-transformed metric and B-field.

4.2 The correction to Yang-Baxter deformations

Putting everything together the α′-correction to the YB-deformed background in the

scheme of Hull and Townsend is15

δ(G̃− B̃)(HT)
mn =

1

2
ω̃

(−)
mcd

(
ω̃(+)
n

cd − [Λ̃∂nΛ̃T ]cd
)

+
1

4
∂mΛ̃cd∂nΛ̃cd −BWZW

mn + δ′(G̃− B̃)mn ,

(4.16)

δΦ̃(HT) =
1

4
G̃klδG̃kl +

1

48
(H̃2 −H2) . (4.17)

The correction to the dilaton follows from the fact that in the HT scheme when

Φ′ = Φ(HT) − 1
48α
′H2 the combination e−2Φ′

√
−G is invariant under YB deformations, up

14Recall that we are computing minus the anomalous transformation we are after.
15See appendix A for the field redefinitions connecting all schemes. Here we set the parameter q of Hull

and Townsend to zero.
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to order α′ included16 [21]. The term δ′(G̃ − B̃) takes into account the scheme-change of

the undeformed background17

δ(G−B)mn = −1

2
ω(−)
m

cdω
(+)
ncd , (4.18)

needed to relate the HT scheme to the O(d, d) covariant scheme (see appendix A) and it

takes the form

δ′(G̃− B̃)mn =
[
(1 + (G−B)Θ)−1δ(G−B)(1 + Θ(G−B))−1

]
mn

. (4.19)

Note that in addition to this, one has the α′-corrections to the original background, which

will need to be included in (3.1) and will therefore induce a term of the same form — where

now δ(G−B) is the correction to the original background.

It is important to stress that our derivation assumes that the B-field and vielbein of the

undeformed background are invariant under the isometries generated by the Killing vectors

entering Θ. When there is no gauge where this is possible, equations (4.16) and (4.17) do

not necessarily lead to a background solving the α′-corrected supergravity equations. See

however the next subsection.

The spin connection for the YB deformed background entering these expressions is

computed using the vielbein ẽ = ẽ(+) defined in (3.5) and is given by

ω̃m
ab(ẽ(±)) =ωm

ab+∇m[(B∓G)Θ][a|k|([1−(B∓G)Θ]−1)k
b]−ẽ(±)[a|k|ẽ(±)b]l∇kG̃lm . (4.20)

To see that (4.16) and (4.17) reproduces the results found in [21] one sets B = 0 and

expands to order Θ2 obtaining

δG̃mn = −∇mΘcd∇cΘdn −∇nΘcd∇cΘdm +O(Θ4) (4.21)

δB̃mn = 2∂[m

(
ωn]

cdΘcd

)
−ΘcdRmn

cd +O(Θ3) (4.22)

δΦ̃ =
1

16
∇mΘcd∇mΘcd −

3

8
∇mΘcd∇cΘdm +O(Θ4) , (4.23)

which, up to a diffeomorphism and B-field gauge transformation, is the same as in [21].

Note that one has to use the fact that the isometry of the vielbein implies that

ikω
ab = −∇akb . (4.24)

It is worth noting that in the case of a single TsT transformation the correction sim-

plifies. Recall that, given two isometric coordinates y1, y2, a TsT transformation is imple-

mented by the sequence of T-duality y1 → T (y1) followed by a shift y2 → y2−ηT (y1) and by

another T-duality T (y1)→ y1. It is understood as a special case of YB with Θ = ηk1 ∧ k2,

where ki = ∂yi are Killing vectors. The above correction simplifies in the TsT case since

BWZW vanishes. This follows by noting that Λ̃ = 1 + 2Θ([1− (B +G)Θ]−1) which means

that when Θ has rank 2 the Lorentz transformation is only non-trivial in a 2× 2 block. In

this block it is eλ with λ an anti-symmetric 2× 2 matrix. Since such a matrix only has one

independent component, the r.h.s. of (4.15) vanishes.

16Notice that Φ′ is in fact the dilaton in the HT scheme at q = 1/6.
17For the same reason we have also a 1

2
ω̃

(−)
m

cdω̃
(+)
ncd term in the correction above, generated by the scheme-

change after the deformation.
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4.3 Manifestly covariant form of the correction

The expression (4.16) for the α′-correction is not manifestly covariant but one can show

that it is nevertheless covariant. We start by noting that18

ω̃′(±)ab
m = −ẽ[a|k|ẽb]l∇k(G̃± B̃)ml +

1

2
ẽ[a|k|ẽb]l∇m(G̃± B̃)kl −∇m[(G−B)Θ][a|k|([1 + (G−B)Θ]−1)k

b]

(4.25)

where ω̃′(±) = ω̃(±) − ω. With a bit of algebra one finds

ω̃
′(+)
mcd =

1

2
∇mBcd−

1

2
[(G−B)∇mΘ(G+B)]cd+[1+(G−B)Θ][c|k|(∇kB(1+Θ(G−B))−1)d]m

+[1+(G−B)Θ][c|k|((G−B)∇kΘ(1+(G−B)Θ)−1(G−B))d]m

=
1

2
Hmcd−X

(+)
kcd [(G−B)(1+Θ(G−B))−1]km , (4.26)

where we have defined19

X
(±)
kcd =

1

2
∇kΘcd −∇[cΘd]k ±

1

2
HcdlΘ

l
k (4.27)

and we used the YB equation in the last term of the first expression and also the isometry

of B in the next to last term. A similar calculation gives

[Λ̃T ω̃′(−)
m Λ̃ + Λ̃T∇mΛ̃]cd = −1

2
Hmcd +X

(−)
kcd [(G+B)(1−Θ(G+B))−1]km . (4.28)

Using these expressions we find that (4.16) can be written instead as

δ(G̃− B̃)mn = −1

4
∇mΛ̃cd∇nΛ̃cd −Bcov-WZW

mn +
1

2
[∇mΛ̃Λ̃T ]cd

(
X

(+)
kcd (G̃− B̃)kn −

1

2
Hncd

)
+

1

2
[Λ̃T∇nΛ̃]cd

(
X

(−)
kcd (G̃− B̃)m

k − 1

2
Hmcd

)
(4.29)

+
1

4

(
Λ̃ceΛ̃

d
f − δceδdf

)[
(G̃− B̃)m

kX
(−)ef
k Hncd + (G̃− B̃)knX

(+)
kcdHm

ef

− 2(G̃− B̃)m
kX

(−)ef
k X

(+)
lcd (G̃− B̃)ln −

1

2
Hm

efHncd

]
,

where G̃− B̃ is given by (3.1) and we have defined

Bcov-WZW
mn = BWZW

mn − 1

2
tr
(
ω[mΛ̃∇n]Λ̃

T
)

+
1

2
tr
(
ω[mΛ̃T∂n]Λ̃

)
. (4.30)

The correction to the dilaton is still given by (4.17). All terms except Bcov-WZW are now

manifestly covariant. For the latter the identity

tr
(

[Λ̃T∇Λ̃]3
)
− tr

(
[Λ̃TdΛ̃]3

)
= −3

2
dtr
(
ω[dΛ̃Λ̃T + Λ̃TdΛ̃]

)
− 3

2
∇tr

(
ω[∇Λ̃Λ̃T + Λ̃T∇Λ̃]

)
+ 3tr

(
R[∇Λ̃Λ̃T + Λ̃T∇Λ̃]

)
, (4.31)

18Here and in the following the covariant derivative is the one for the undeformed metric G. Moreover,

unless written explicitly otherwise, one should use the undeformed vielbein to go from curved to flat indices.
19When the vielbeins are invariant under the isometries, (4.24) gives ω

(±)
lcd Θl

k = X
(±)
kcd .
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where R = dω + ω ∧ ω is the curvature 2-form, implies

dBcov-WZW = − 1

12
tr
(

[Λ̃T∇Λ̃]3
)

+
1

4
tr
(
R[∇Λ̃Λ̃T + Λ̃T∇Λ̃]

)
. (4.32)

Therefore also the transformation of B is covariant (up to B-field gauge transformations).

The manifestly covariant form of the correction given by (4.29) is actually more useful

than the original form (4.16). The reason is that our derivation has assumed that the

vielbeins are invariant under the isometries used to construct Θ, and therefore (4.16) is

valid only in this case. Being covariant, (4.29) is valid also when the vielbeins are not

invariant under the isometries, as long as there exists a gauge in which they are invariant.

In fact, even though it is not guaranteed by our construction, these expressions can be

valid more generally, i.e. even in cases where it is not possible to find a gauge in which the

vielbeins are invariant. We mention one such example below.

4.4 Tests on examples

We have tested the formulas (4.16), (4.17) for α′-corrections to YB deformations on a

number of examples, to check that they generate backgrounds solving the α′-corrected

supergravity equations. First we worked out deformations of a Bianchi II background first

considered in [21]. We tested our results both on the abelian deformations Θ = k1 ∧ k4

and Θ = k2 ∧ k3, and on the non-abelian deformation Θ = k1 ∧ k4 + k2 ∧ k3. We refer

to [21] for the α′-correction of the undeformed background and for the definition of the

Killing vectors ki, whose non-trivial commutation relations are just [k1, k2] = k3. On this

Bianchi II example we find that BWZW is trivial even when considering the non-abelian

deformation.

We worked out also deformations of the pure NSNS AdS3 × S3 background.20 Its

YB deformations were classified in [16]. We worked out various abelian deformations

corresponding to TsT transformations on the sphere, on AdS, or mixing the two spaces.

We worked out also the non-abelian deformation generated by Θ = (k0 + k̄0)∧ks+k+∧ k̄−.

Here ks is a Killing vector on the sphere and we refer to [16] for the definitions we use for

the AdS Killing vectors. In this case we cannot immediately apply (4.16) because it is not

possible to find a vielbein for the AdS3 metric that is invariant under all the isometries

entering Θ. We can anyway obtain α′-corrections for this non-abelian deformation if we use

the covariant formula (4.29). Alternatively, we can interpret this particular deformation

as a non-commuting sequence of TsT transformations. Doing so, we can first work out the

α′-corrected abelian deformation generated by Θ = k+ ∧ k̄−, and after doing that we can

work out the abelian deformation Θ = (k0 + k̄0) ∧ ks.21

20The α′ corrections of the undeformed background are simply obtained by multiplying metric and B-field

by 1 + 2α′ on the AdS part and by 1− 2α′ on the sphere part.
21After doing the first abelian deformation, and before applying the second one, one has to carefully

choose the vielbein such that it is invariant under the k0 + k̄0 isometry. At this stage it is not necessary

anymore to impose the invariance under k+, k̄−, which is what saves the day in this approach.
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5 T-duality and TsT transformations

Abelian T-duality transformations are another class of O(d, d) transformations and we can

follow exactly the reasoning in section 4 to obtain their α′-corrections. When we remain

in the non-covariant scheme that comes from DFT, the corrections to the dualized metric

and B-field will be given again by the formula (a hat on the field is used to denote the

T-dualization)

δ(Ĝ− B̂)mn = −1

2
ω̂

(−)
mcd(Λ̂∂nΛ̂T )cd +

1

4
∂mΛ̂cd∂nΛ̂cd −BWZW

mn , (5.1)

where now the Lorentz matrix is

Λ̂a
b = δa

b − 2G−1
yy eyaey

b . (5.2)

We are assuming that we are dualising along the coordinate y and expressions for the cor-

rections in other schemes will be obtained by implementing the relevant field redefinitions,

see appendix A.

In [42] α′-corrections to the T-duality rules from the DFT formulation were also dis-

cussed. There however instead of writing the generic form of the corrections in terms of

the finite form of the Lorentz transformation as above, it was noted that Λ̂ reduces to a

constant22 when choosing a specific gauge for the vielbein23

eµ
α = eµ

α , ey
α = 0 , eµ

ι = eσVµ , ey
ι = eσ . (5.3)

Here we are rewriting the fields in terms of fields of a dimensional reduction

ds2 = Gmndx
mdxn = gµνdx

µdxν + e2σ(dy + V )2,

B =
1

2
Bmndx

m ∧ dxn =
1

2
bµνdx

µ ∧ dxν +
1

2
W ∧ V +W ∧ dy ,

Φ = φ+
1

2
σ.

(5.4)

Since Λ̂ is constant the anomalous Lorentz transformation is trivial in this gauge, and also

the α′-corrections to T-duality will be trivial.24 (Note that while it is possible to avoid

corrections for a single T-duality it is not possible in general for more than one T-duality,

as shown in [43].) In [42] this observation was used to obtain the α′-corrections to the T-

duality rules in the scheme of Bergshoeff and de Roo (BR) [44, 45]. We use this result as a

22It is Λ̂ = diag(−1, 1, . . . , 1) where the dualized coordinate is placed first.
23For curved indices we take m = y, µ and similarly we also have flat indices a = ι, α. We denote by eµ

α

the vielbein for the reduced metric gµν appearing below.
24Importantly, this statement is gauge dependent, in accordance with the fact that the scheme under

discussion is not Lorentz-covariant. Covariant schemes such as HT or MT will not have this type of

gauge ambiguity.
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starting point to write below the T-duality rules to 2 loops in a family of different schemes.

σ̂=−σ+
(
a1−

a4

2
+2a5+2γ+

)
(Dσ)2− 1

8
(a1+4a2−a5−2γ+)

×
(
e2σV λρVλρ+e−2σW λρWλρ

)
− 1

2
(γ−−a6)V λρWλρ , (5.5)

V̂µ =Wµ+
1

2
(γ+−b3+a5)Wβ

αwµα
β+

e2σ

4
(−4a2+2b1+b3+γ+)hµλρV

λρ+

+
1

4
(6a1−a4+4a5+4b1−2b2+4b3+4γ+)WµpD

pσ+
1

2
(a4−2b2)WµρD

ρφ−

− 1

2
(a1+2b1)DρWµρ−

1

2
(γ−−a6)

(
e2σVβ

αwµα
β+

1

2
hµλρW

λρ−2e2σVµρD
ρσ

)
, (5.6)

Ŵµ =Vµ−
1

2
(γ+−b3+a5)Vβ

αwµα
β− e

−2σ

4
(−4a2+2b1+b3+γ+)hµλρW

λρ+

+
1

4
(6a1−a4+4a5+4b1−2b2+4b3+4γ+)VµρD

ρσ− 1

2
(a4−2b2)VµρD

ρφ+

+
1

2
(a1+2b1)DρVµρ+

1

2
(γ−−a6)

(
e−2σWβ

αwµα
β+

1

2
hµλρV

λρ+2e−2σWµρD
ρσ

)
,

(5.7)

φ̂=φ− 1

16
(a1−4a2−a5+4c1+48c2)

(
e2σVλρV

λρ−e−2σWλρW
λρ
)

+

+
1

2
(a1−8c1+2c4)D2σ− 1

2
(a4−4c3−4c4)DρσD

ρφ, (5.8)

ĝµν = gµν−
1

2
(a1+4a2+a5)

(
e2σVµρVν

ρ−e−2σWµρWν
ρ
)

+

+(−2a1+a4)DµDνσ+2a3D(µσDν)φ, (5.9)

b̂µν = bµν−
1

2
(γ+−b3+a5)

(
Vβ

αw[µα
βWν]−Wβ

αw[µα
βVν]

)
+

+
1

2
(a1+2b1)

(
DρWρ[µVν]−DρVρ[µWν]

)
+

+
1

4
(4a2−2b1−b3−γ+)

(
e2σV[µhν]λρV

λρ−e−2σW[µhν]λρW
λρ
)

+(2b1+b2)hµνρD
ρσ+

+
1

4
(−6a1+a4−4a5−4b1+2b2−4b3−4γ+)

(
V[µWν]ρD

ρσ+W[µVν]ρD
ρσ
)
−

− 1

2
(a4−2b2)

(
V[µWν]ρD

ρφ−W[µVν]ρD
ρφ
)
−2b3V

ρ
[µWν]ρ+

+
1

2
(γ−−a6)

(
e−2σWβ

αw[µα
βWν]−e2σVβ

αw[µα
βVν]−

1

2
W λρhλρ[µVν]+

+
1

2
V λρhλρ[µWν]−2e−2σW[µWν]ρD

ρσ−2e2σV[µVν]ρD
ρσ

)
. (5.10)

Setting α′ → 0 they reduce to the Buscher rules that in terms of these fields read sim-

ply as σ → −σ and V ↔ W . Here D denotes the covariant derivative with respect to

the reduced metric gµν , and wµα
β is the reduced spin-connection. We have also defined

Vµν = ∂µVν − ∂νVµ, Wµν = ∂µWν − ∂νWµ and hµνρ = 3(∂[µbνρ] − 1
2W[µνVρ] − 1

2V[µνWρ]) =

Hµνρ − 3W[µνVρ]. Apart from the order-α′ parameters γ± needed to interpolate between

the bosonic and the heterotic strings (see appendix A), the T-duality rules depend on co-
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efficients ai, bi, ci (that are also of order α′) so that they are valid for any scheme related

to the one of BR by these field redefinitions

Gmn =G(BR)
mn −a1Rmn−a2H

2
mn−a3∇mΦ∇nΦ−a4∇m∇nΦ−a5ωmb

aωna
b−a6ω(m

abHn)ab ,

Bmn =B(BR)
mn −b1∇pHmnp−b2Hmnp∇pΦ−b3ω[m

abHn]ab , (5.11)

Φ = Φ(BR)−c1R−c2H
2−c3∇pΦ∇pΦ−c4∇2Φ .

By turning on these coefficients we can cover all schemes typically considered in the liter-

ature, see appendix A for the field redefinitions relating them.25

As expected, it is possible to tune the coefficients in order to set to zero all corrections

to the T-duality transformations. For generic γ± it is enough to set

a2 =−a1

4
+
γ+

4
, a3 = 0 , a4 = 2a1 , a5 =−γ+ , a6 = γ− , b1 =−a1

2
,

b2 = a1 , b3 = 0 , c2 =−a1

24
− c1

12
, c3 = a1−4c1 , c4 = 4c1−

a1

2

(5.12)

and T-duality reduces to the Buscher rules even to 2 loops. We will denote the fields in this

(gauge-fixed) scheme by G′, B′,Φ′. When specifying to the bosonic string (γ+ = α′/2, γ− =

0), they are related to the HT scheme by26

G′mn = G(HT)
mn −

1

2
α′ω

(−)ab
(m ω

(+)
n)ab = G(HT)

mn + α′
(
−1

2
ωmabω

ab
n +

1

8
H2
mn

)
,

B′mn = B(HT)
mn +

1

2
α′ω

(−)ab
[m ω

(+)
n]ab = B(HT)

mn − 1

2
α′Hab[mω

ab
n] ,

Φ′ = Φ(HT) + α′
1 + 3q

24
H2 .

(5.13)

This matches with the field redefinitions that we would write for Ḡ, B̄, Φ̄ as expected. The

difference is that here we are also imposing the specific gauge (5.3) and for that reason we

denote the fields differently.

The rules above can be compared to the ones first derived by Kaloper and Meissner

in [26] for the bosonic string (γ+ = α′/2, γ− = 0). The scheme used is obtained setting the

coefficients to

a1 = α′ a2 = −α
′

4
, b1 = −α

′

2
, b3 =

α′

2
, c1 =

α′

8
c2 = −5α′

96
c3 = −α

′

2
, (5.14)

25Writing the rules for generic ai, bi, ci coefficients as above, or in other words translating them into new

schemes starting from a given one, is straightforward although it requires work to compute all tensors in

the dimensional reduction. After that is done we can start from scheme A where σ̂(A) = −σ(A) + α′ξ, for

some ξ. To obtain the rules in scheme B related as σ(B) = σ(A) + α′s for some s, we just have to compute

σ̂(B) = σ̂(A) + α′ŝ = −σ(A) + α′(ξ + ŝ) = σ(B) + α′(ξ + ŝ+ s). Notice that the fields themselves may have

some explicit α′-dependence. In this example the field σ is odd under Buscher rules, and then the shift in

the corrections ŝ+ s is even. Fields even under Buscher receive corrections that are odd.
26Here we are further setting a1 = c1 = 0. Turning on a1, c1 would introduce terms that vanish by means

of 1-loop equations.
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and the rest of them equal to zero. To match results, one has to take into account the

possibility of transforming the reduced fields by doing diffeomorphisms and gauge trans-

formations. Under such symmetries, the T-dual reduced fields transform as:

V̂ → V̂ + α′ (LξW + dv) , (5.15)

Ŵ → Ŵ + α′ (LξV + dw) , (5.16)

b̂→ b̂+ α′
(
Lξb+ dβ +

1

2
V ∧ dv +

1

2
W ∧ dw

)
, (5.17)

and the remaining fields transform normally under diffemorphisms. We are restricting to

transformations which are first order in α′, both for diffeomorphims and gauge transforma-

tions. The dw and dβ terms come from gauge transformations of the B field with parameter

βµdx
µ + w dy, while v appears when including diffeomorphisms of the form y → y + α′v.

Choosing the following set of parameters

ξµ =Dµσ , w=−VνDνσ , v=−WνD
νσ , βµ =

(
bµν−

1

2
VµWν−

1

2
WµVν

)
Dνσ , (5.18)

we obtain the following set of rules

σ̂ = −σ +
α′

2

[
e2σ

4
VλρV

λρ +
e−2σ

4
WλρW

λρ + 2 (Dσ)2

]
, (5.19)

V̂µ = Wµ +
α′

2

[
e2σ

2
hµλρV

λρ + 2WµρD
ρσ

]
, (5.20)

Ŵµ = Vµ −
α′

2

[
e−2σ

2
hµλρW

λρ − 2VµρD
ρσ

]
, (5.21)

b̂µν = bµν + α′
[
V[µ

ρWν]ρ −
(
V[µWν]ρ +W[µVν]ρ

)
Dρσ

−e
2σ

4
V[µhν]λρV

λρ +
e−2σ

4
W[µhν]λρW

λρ

]
, (5.22)

and both gµν and φ remain invariant. These match with the rules given by Kaloper and

Meissner in [26] up to the sign of the α′ correction of the b field.27

Diffeomorphisms and gauge transformations of the reduced fields can also be used to

simplify the rules and to obtain some nice expressions for the T-duality rules without the

need of the dimensional reduction. We do this in a Lorentz-covariant scheme, the HT

scheme for the bosonic string introduced in (5.13) where we fix q = −1/3. Using the same

parameters for the transformations presented in the previous paragraph, it is possible to

27The fact that this is a typo in [26] is confirmed by the fact that there (4.9) and (4.11) are not compatible.

For the field H of [26] (here h) which is even under T-duality at leading order in α′, the correction to the

T-duality transformation should rather be −2 the expression in (4.9). For odd fields the same contribution

would be instead multiplied by +2. This easily follows from the first calculation they do to remove by a field

redefinition the part of the action that is odd under T-duality, which is later reinterpreted as a correction

to the T-duality transformation. Since the expressions in [46] agree with those in [26] we disagree also with

that paper.
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obtain the following rules for the T-duality transformation28

M̂yy =
1

Myy
, M̂yµ =

Myµ

Myy
, M̂µy = −Mµy

Myy
, (5.23)

M̂µν = Mµν −
MµyMyν

Myy
− α′

[
1

Myy
R(−)
µyνy −

1

M̂yy

R̂(−)
µyνy

]
, (5.24)

Φ̂ = Φ− 1

2
logMyy −

α′

8

[
R(−) − R̂(−)

]
. (5.25)

In these expressions

R(−)
mna

b = 2∂[mω
(−)b
n]a + 2ω

(−)c
[ma ω

(−)b
n]c (5.26)

is the Riemann tensor constructed from the torsionful connection ω(−), R(−) the corre-

sponding Ricci scalar and Mmn = Gmn −Bmn. Note also that the dual appears explicitly

in the α′ corrections but, to the order needed, it can be calculated using just the standard

Buscher rules.

5.1 Corrections to TsT transformations

The fact that there exists a (gauge-fixed) scheme — for the sake of the discussion we will

call it the “Buscher scheme” — such that T-duality is given just by the Buscher rules is

useful. Here we use it to obtain an expression for α′-corrections to TsT transformations

that does not necessarily use all the knowledge of DFT. TsT transformations are a special

case of YB deformations, and we will show that the result agrees with that in section 4.

In order to do the TsT transformation we assume that there are two U(1) isometries

with corresponding coordinates y1 and y2, and to avoid burdening the notation we will

continue labelling by xµ the rest of the coordinates.29 We will do a T-duality y1 →
T (y1) followed by a shift y2 → y2 − ηT (y1) and by another T-duality T (y1) → y1. TsT

transformations are special cases of YB if we take Θ = ηk1 ∧ k2, where ki = ∂yi are Killing

vectors. Each step will be performed in the scheme that is most convenient. Therefore,

when doing T-duality we will prefer to move to the Buscher scheme, while when doing the

shift we will prefer to go to a covariant scheme. We will show that the α′-corrections to TsT

transformations can be understood as arising from these shifts coming from the scheme

changes. Because these scheme-changing shifts arise at intermediate steps, we will have to

look at how they are further modified by the remaining steps in the TsT transformation.

Suppose we start from the HT scheme. In order to do the first T-duality on y1 we

find convenient to first go to the Buscher scheme. This is achieved by implementing the

redefinitions (5.13) after taking care of choosing the vielbein as in (5.3). This effectively

shifts the fields at order α′ as δ1(Gmn−Bmn) = −1
2ω

(−)
mabω

(+)ab
n . We can immediately account

for this contribution in the final result: because we will have to do a TsT transformation

including this contribution δ1 (and we only care about the order α′) we are essentially

shifting the original metric and B-field as G − B → G − B + δ1(G − B) appearing in the

28Here 1-loop equations of motion were used to simplify the form of the corrections.
29The reader should be careful, since when doing T-duality along y1 the coordinate y2 should be treated

on the same footing as xµ when using the T-duality rules (5.5).
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map (3.1). After expanding to first order in α′ we obtain the first contribution to the α′

correction of the final result

− 1

2
[(1 + (G−B)Θ)−1]m

pω
(−)
pabω

(+)ab
q [(1 + Θ(G−B))−1]qn . (5.27)

While in the Buscher scheme we can easily do the first T-duality on y1 because we just need

to use the Buscher rules. Notice that under Buscher the gauge choice (5.3) is preserved.

To perform the shift it is more convenient to go back to the HT scheme, which is

covariant. That means that we will have to use (5.13) again, although now it will be done

using the data of the T-dual background δ2(Ĝmn − B̂mn) = +1
2 ω̂

(−)
mabω̂

(+)ab
n . A hat is used

to denote that the first T-dualization has already been done. Notice that under the first

T-duality and shift, the vielbein em
a (in matrix form) changes as eσ 0 0

eσVy2 ey2
2 ey2

α

eσVµ eµ
2 eµ

α

 T−→

 e−σ 0 0

e−σWy2 ey2
2 ey2

α

e−σWµ eµ
2 eµ

α

 s−→

 e−σ(1− ηWy2) −ηey22 −ηey2α

e−σWy2 ey2
2 ey2

α

e−σWµ eµ
2 eµ

α

 .

(5.28)

The shift is spoiling the choice (5.3) for the vielbein, and that is an important point

because we will want to restore this gauge before going back to the Buscher scheme and

implementing the last T-duality. To achieve it we implement the Lorentz transformation

em
a → em

bLb
a where

Lb
a =


1−ηWy2

D1/2

ηeσ
√
gy2y2

D1/2 0

−ηeσ
√
gy2y2

D1/2

1−ηWy2

D1/2 0

0 0 δb
a

 , where D = 1− ηWy2(2− ηWy2) + η2e2σgy2y2 .

(5.29)

At this point one wants to go to the Buscher scheme, in order to perform the last T-duality,

which will produce a new correction δ3(
ˆ̂
Gmn − ˆ̂

Bmn) = −1
2

ˆ̂ω
(−)
mab

ˆ̂ω
(+)ab
n . Now a double hat

is used to denote that a T-duality and a shift (followed by the compensating Lorentz

transformation) have been implemented. The contribution δ2 (on which we implement the

effect of the shift) and δ3 can be considered together. In fact all expressions from covariant

terms cancel out and we are left with

1

2

(
− ˆ̂ω

(−)
mab(L

−1∂nL)ab − ˆ̂ω
(+)
nab(L

−1∂mL)ab + (L−1∂mL)ab(L
−1∂nL)ab

)
. (5.30)

In order to account for the effect of the last T-duality on the above expression one uses:

the fact that in the first two terms only (mn) 6= (yiyj) contribute, that in the summation

of a, b only 1, 2 contribute, the fact that under T-duality

ω̂
(±)
ιιβ = −ω(±)

ιιβ , ω̂
(±)
αιβ = ±ω(±)

αιβ , ω̂
(±)
ιαβ = ∓ω(±)

ιαβ , ω̂
(±)
αβγ = ω

(±)
αβγ , (5.31)

and finally that the last term in (5.30) vanishes if m or n are yi, so that it actually remains

the same after T-duality. After taking everything into account the result after the T-duality

is simply

1

2

(
ω̃

(−)
mab(L

−1∂nL)ab − ω̃(+)
nab(L

−1∂mL)ab + (L−1∂mL)ab(L
−1∂nL)ab

)
. (5.32)

A tilde denotes the quantities of the TsT-transformed background.
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After the last T-duality has been performed, we go back from Buscher to the HT scheme

using (5.13) obtaining the final contribution to the α′ corrections which is δ4(G̃mn−B̃mn) =

+1
2 ω̃

(−)
mabω̃

(+)ab
n .

Collecting together all contributions we obtain the α′ correction to the TsT deformed

background in the HT scheme

δ(G̃− B̃)mn =
1

2

(
ω̃

(−)
mab − (L−1∂mL)ab

)(
ω̃(+)ab
n + (L−1∂nL)ab

)
+ (L−1∂mL)ab(L

−1∂nL)ab

− 1

2
[(1 + (G−B)Θ)−1]m

pω
(−)
pabω

(+)ab
q [(1 + Θ(G−B))−1]qn. (5.33)

Because of the steps of TsT, the vielbein used to construct the above spin-connection of

the deformed model is defined as ẽa
m = La

beb
n(1− (G+ B)Θ)n

m, where the undeformed

vielbein must respect (5.3), and one can check that the Lorentz transformation used here

is related to the one in (3.6) simply as L2 = Λ̃. To compare to the result (4.16) we need

to use the same deformed vielbein used there, meaning that we should rather take ẽa
m =

(L2)a
beb

n(1−(G+B)Θ)n
m. After taking into account this extra Lorentz transformation we

match with (4.16) in the case of TsT if we remember that BWZW can be taken to be zero,

and if we use that we for TsT we can write L−1dL = dLL−1 because here L is essentially

a 2× 2 anti-symmetric matrix and it commutes with itself.

With a similar reasoning we can obtain the α′-corrections to the dilaton of the TsT-

transformed background. The simplification in this case is that the dilaton is insensitive to

the shift, because by assumption it is isometric and the field redefinitions for the dilaton

between the schemes of Buscher and HT are covariant. In HT scheme at generic q we get

Φ̃ = Φ +
1

2
log

G̃y1y1
Gy1y1

+ α′

[
1 + 3q

24
(H2 − H̃2)− 1

2

(
δ1Gy1y1
Gy1y1

+
δ4Gy1y1

G̃y1y1

)]
. (5.34)

At q = 1/6 on finds

e−2Φ̃

√
− det G̃ = e−2Φ

√
− detG , (5.35)

which is in agreement with (4.17), since there the result was written when setting q = 0,

and one therefore has the extra H2-terms.

6 Concluding comments

In this paper we have demonstrated that it is possible to extend the YB deformation as

a solution-generating technique in string theory at least to first order in the α′-expansion.

The explicit expression that we found for the corrections allowed us to test successfully our

results on explicit examples. We expect our formula to be useful when addressing specific

questions on the α′-corrected YB-deformed backgrounds. For example, it would be inter-

esting to see whether the singularities that are sometimes introduced by the deformation

procedure are in fact cured by α′-corrections. Another point is the computation of physi-

cal observables on the deformed backgrounds — such as entropy calculations in black hole
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solutions,30 see e.g. [42, 47–49] — for which the explicit corrections are needed. It would

be also interesting to investigate the relation to (quantum) integrability when considering

YB-deformations of integrable 2-dimensional σ-models.

We have seen that the α′-correction to YB deformations comes from a compensating

Lorentz transformation under which the O(d, d) covariant metric and B-field transform

anomalously. It is natural to expect that the same should be true also for T-duality. In

fact abelian and non-abelian T-dualities are used to construct the YB deformation and

they can also be obtained as a limit (sending the deformation parameter to infinity) of

YB deformations. In fact we have already argued that for abelian T-duality the correction

is given by precisely the same mechanism. It is therefore very natural to expect the first

α′-correction to non-abelian T-duality31 (on a unimodular algebra) to be given by the same

expression, with the Lorentz transformation required for NATD substituted for Λ̃ in (4.16)

and (4.17).

As in previous works on YB deformations and NATD (see e.g. [5–7]) here it was as-

sumed that the undeformed B-field and vielbein are isometric, i.e. that they have vanishing

Lie derivative with respect to the Killing vectors entering Θ. The covariant form of the

corrections we have found seems to be valid more generally but it would be interesting to

analyze more systematically how to relax these assumptions.

In [16] YB deformations of strings on AdS3 × S3 were studied, and their relation to

marginal deformations of WZW models was analyzed. The results of the current paper show

that marginal deformations of current algebras include (at least to 2 loops and probably to

all loops) also cases which do not solve the “strong version” of the marginality condition of

Chaudhuri and Schwartz [52], see [16] for more details. These additional possibilities arise

when considering algebras that are not compact. Let us also comment that the deformation

generated by the unimodular non-abelian R9 of [16] must be marginal to all loops, since it

can be simply understood as a non-commuting sequence of TsT transformations.

We expect that generalizations of our discussion to a construction in the spirit of the

E-model of Klimčik [53–55] will lead to an understanding of the form of α′-corrections for

the η-deformation [2, 3], the λ-deformation [56, 57], and to Poisson-Lie T-duality [58].

Another important question we hope to return to is if the structure of the correction

found here persists beyond first order in α′ or whether novel corrections are required at

order α′2.
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A Field redefinitions between different schemes

In this appendix we collect the field redefinitions needed to relate — to first order in the α′

expansion — the schemes we use in this paper and others relevant in the literature. These

are the schemes of Hull and Townsend (HT) [59], Metsaev and Tseytlin (MT) [60], Kaloper

and Meissner (KP) [26, 61], Bergshoeff and de Roo (BR) [44, 45]. From [33] we read

G(BR)
mn = G(MT)

mn − 1

2
γ+H

2
mn,

B(BR)
mn = B(MT)

mn − γ+

(
∇pHmnp − 2Hmnp∇pΦ +H[m

abωn]ab

)
' B(MT)

mn − γ+H[m
abωn]ab,

Φ(BR) = Φ(MT) − 1

8
γ+H

2.

(A.1)

The symbol ' is used when the expressions are simplified by means of the 1-loop equations

of motion. We relate the parameters γ± = ∓(a ± b)/4 to a, b used in [33]. The bosonic

string is obtained at γ+ = α′/2, γ− = 0 and the heterotic string at γ± = ±α′/4. In the

following we will specify to the case of the bosonic string. To relate HT and MT schemes

we use

G(HT)
mn = G(MT)

mn − 1

2
α′H2

mn,

B(HT)
mn = B(MT)

mn ,

Φ(HT) = Φ(MT) +
1

8
α′
(
−1 +

1

6
(1− 6q)

)
H2.

(A.2)

The parameter q appears in [59], and we normally set q = 0 in the rest of the paper as

in [21]. Notice that the sign of the correction to the metric differs from what one would

read in [59]. We have checked that this is the correct sign in order to have the correct

α′-corrections for T-duality and YB deformations. From [61] we read that

G(MT)
mn = G(KM)

mn + α′Rmn,

B(MT)
mn = B(KM)

mn − α′Hmnp∇PΦ,

Φ(MT) = Φ(KM) + α′
(

1

8
R− 1

2
(∂Φ)2 +

1

96
H2

)
.

(A.3)

The fields of the non-covariant scheme that follows from the DFT formulation are denoted

simply with a bar Ḡ, B̄, Φ̄. They are related to the fields in the HT scheme as

Ḡmn = G(HT)
mn −

1

2
α′ω

(−)ab
(m ω

(+)
n)ab = G(HT)

mn + α′
(
−1

2
ωmabω

ab
n +

1

8
H2
mn

)
,

B̄mn = B(HT)
mn +

1

2
α′ω

(−)ab
[m ω

(+)
n]ab = B(HT)

mn − 1

2
α′Hab[mω

ab
n] .

(A.4)
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1 Introduction and summary of results

Yang-Baxter (YB) deformations were first introduced by Klimčik in [1]. It was later under-

stood that they have the remarkable property of preserving integrability [2]. If one starts

from an integrable sigma model and performs a YB deformation the resulting model is

also integrable. This made people interested in applying them in string theory, which was

done for the AdS5×S5 superstring in [3, 4]. The YB deformation is based on an R-matrix

for which there are two basic possibilities — R can solve either the classical Yang-Baxter

equation (CYBE) or the modified classical Yang-Baxter equation (mCYBE). The former

case is often referred to as homogeneous YB deformations and is the case we consider here.

It was shown in [5] that these models typically have a Weyl-anomaly1 unless the R-matrix

is unimodular, i.e. its contraction with the structure constants of the isometry algebra of

the original model vanishes RIJfIJ
K = 0. This is similar to the anomaly encountered in

non-abelian T-duality (NATD) [8] on a non-unimodular group [9–11]. Indeed it was argued

in [12] that homogeneous YB deformations should have a realization in terms of NATD and

this was then proven in [13] (see also [14]). While the original YB deformations were de-

fined only for sigma models of the symmetric space type, the realization of the homogeneous

1This manifests itself, in the superstring case, as a target space solving the generalized supergravity

equations [6, 7] rather than the standard ones.

– 1 –
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models using NATD meant that they could be defined for a general string sigma model

with isometries. This was carried out for the Green-Schwarz superstring in [15] and rules

for writing the supergravity background directly in terms of the R-matrix were derived.2

The simplest class of such YB deformations is when R is defined on an abelian

subalgebra of the isometry algebra. In this case the deformation is equivalent to a

T-duality-shift-T-duality (TsT) transformation [19]. These are also known as O(d, d)-

transformations [20, 21] and they have been argued to map a consistent string background

to another consistent string background, i.e. there should exist corrections to the back-

ground fields such that the corrected background solves the α′-corrected supergravity equa-

tions to all orders in α′ [22–27].3 Here we want to ask what happens for YB deformations in

general at the quantum level.4 Unimodular YB deformations are known to give a conformal

theory at one loop, i.e. the background solves the (super)gravity equations. Here we will

analyze the two-loop equations in the bosonic string case. For simplicity we will restrict

to deformations of backgrounds with vanishing NSNS-flux. We will show, to second order

in the deformation parameter, that the deformed background can be corrected so that it

solves the 2-loop equations. Furthermore the correction to the background fields can be

cast in a relatively simple form. Using the knowledge of the full corrections in special cases

derived using T-duality (see below), we write an expression to all orders in the deformation

parameter, which works in some simple cases but not in general.

Since the homogeneous YB deformations can be constructed using NATD, our results

indicate that also NATD should preserve conformality at two loops, and possibly all or-

ders in α′. A convincing argument for the preservation of conformality for NATD would

follow from a generic analysis to all orders in the deformation parameter η, since NATD

is recovered in a η → ∞ limit. Another piece of evidence for this comes from the recent

analysis of renormalizability of deformed sigma models with two-dimensional target space

in [30], and very recently [31] (see also [32]). Some of the deformations considered have a

limit where they reduce to NATD and it was found that the models behave nicely beyond

lowest order in α′ suggesting that things should work out to all orders in α′.

For YB deformations of TsT-type we can also exploit another method to obtain explicit

α′-corrections and to promote those backgrounds to two-loop solutions. We can in fact use

the known α′-corrections to the T-duality rules when doing the chain of T-duality-shift-

T-duality. This strategy will automatically bring in the needed α′-dependence into the

deformed background, and will make sure that the deformed background is a solution to

the two-loop equations. The interplay between T-duality and higher α′-corrections was

studied in various works [26, 33–37]. In this paper we will use the α′-corrections for the

T-duality rules of [34], to obtain explicit α′-corrections for YB deformed models. This

strategy allows us to start from any background with isometries (it is not necessary to set

the NSNS-flux to zero), and to keep the dependence on the deformation parameter exact.

2These rules were first guessed, at the supergravity level and restricted to the case of vanishing NSNS

flux, in [16] (see also [17] and [18]).
3Note however that the form of the α′-corrections are only known in special cases and to low loop order,

e.g. [26].
4Homogeneous YB deformations also have an O(d, d) interpretation as so called β-shifts [28, 29].

– 2 –
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Certain YB deformations, while they cannot be understood as simple TsT trans-

formations, can still be obtained as a non-commuting sequence of TsT’s [5]. The non-

commutativity is related to the fact that certain isometries needed to perform one TsT

transformation may be broken by the application of another TsT. Therefore, in certain

cases a sequence of TsT transformations can be implemented only in one precise order.

Non-commuting sequences of TsT transformations are nice examples to study, because we

can obtain explicit results by applying what is known about abelian T-duality and TsT, and

at the same time be able to say something about NATD and more general YB deformations.

In the remaining part of the introduction, we will summarize the main results obtained

when expanding the two-loop equations to second order in the deformation parameter.

1.1 First α′-correction to deformed backgrounds

The (homogeneous) Yang-Baxter deformation of a bosonic string background G,B,Φ is

given by [15–18]

G̃− B̃ = (G−B)(1 + ηΘ(G−B))−1 , Φ̃ = Φ− 1

2
ln det (1 + ηΘ(G−B)) . (1.1)

Here η is the deformation parameter and Θ is constructed by taking an anti-symmetric

R-matrix solving the classical Yang-Baxter equation (CYBE), R[I|L|RJ |M |fLM
K] = 0, on

a subalgebra of the isometry algebra of the original background (with structure constants

fIJ
K) and contracting with the corresponding Killing vectors

Θij = kI
iRIJkJ

j ≡ ki × kj , ∇(ikIj) = 0 , (1.2)

where we simplify the notation by introducing the anti-symmetric product ‘×’. Assuming

that G,B,Φ define a one-loop conformal bosonic string sigma model, the same is true of

G̃, B̃, Φ̃ if R is unimodular, i.e. RIJfIJ
K = 0 [5].5

Here we want to ask what happens at two loops, i.e. the next order in α′. We will

work in an expansion in the deformation parameter up to order η2. To simplify the calcu-

lations we will assume that the starting background has B = 0 which gives the deformed

background

G̃ij =Gij+η
2(Θ2)ij+O(η4) , B̃ij = ηΘij+O(η3) , Φ̃ = Φ− 1

4
η2ΘijΘ

ij+O(η4) . (1.3)

We find that to this order in η the first α′-correction (i.e. two-loop correction) to the

background is given by (in the scheme of Hull and Townsend [40])

δG̃ij = δGij + 2η2(δGΘ2)(ij) + η2(ΘδGΘ)ij − 2η2Θk(iRj)
klmΘlm + η2Θmn∇i∇jΘmn ,

δB̃ij = 2η(δGΘ)[ij] − ηRijklΘkl , (1.4)

δΦ̃ = δΦ− 1

2
η2(δGΘ)mnΘmn +

1

16
η2∇kΘmn∇kΘmn −

3

8
η2∇kΘmn∇mΘnk

+
1

4
η2∇iΦ∇i(ΘmnΘmn) .

5The unimodularity condition is sufficient but not necessary in general. Relaxing it one finds at or-

der η, assuming B = 0, the necessary condition dK = 0 where Kn = ∇mΘmn. This is equivalent to

∇mknI fJKIRJK = 0 which is in general weaker than the unimodularity condition knI fJK
IRJK = 0. The

reason for this is that sometimes the anomalous terms generated by a non-unimodular R can be removed

by a field redefinition [38] (see also [39]). Here we will take R to be unimodular for simplicity.
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Here δG, δΦ denote the α′ corrections to the undeformed background with B=δB=0. Note

that the terms involving δG just come from correcting the undeformed metric in (1.3), while

the terms involving the Riemann tensor in δG̃ and δB̃ are obtained simply by replacing

Θij → Θij − α′RijklΘkl in (1.3). The correction to the dilaton does not look nice in this

scheme but by changing the scheme one can arrange it so that

e−2Φ̃
√

det G̃ = e−2Φ
√

detG , (1.5)

so that the correction to the dilaton just comes from the correction to the determinant of

the metric. This is achieved by the scheme change6

Φ→ Φ + α′
(
−1

2
∇2Φ + (∇Φ)2 − 1

16
HklmH

klm

)
. (1.6)

With a little help from the corresponding expressions derived to all orders in η for

a particular background in (5.30) and (5.31) one can write a completion of (1.4) to all

orders in the deformation. First of all it is natural to expect that one should correct the

undeformed metric and take Θij → Θij − α′RijklΘkl in the expressions in (1.1). On top of

this we need to extend the last term in the transformation of the metric and looking at the

example in (5.30) and (5.31) suggests the following form for the corrections to all orders in η

G̃ij−B̃ij =
[
G(1+η[Θ−α′R·Θ])−1

]
ij
− 1

2
α′∂i lndet(1+ηΘ)∂j lndet(1+ηΘ)

+
1

2
α′η
([
G(1+ηΘ)−1

]
ik
∇k∇jΘmn+

[
G(1−ηΘ)−1

]
jk
∇k∇iΘmn

)[
G(1+ηΘ)−1

]
nm

(1.7)

with the transformation of the dilaton read off from (1.5) (in the HT scheme after the

shift (1.6)). Here indices are raised and lowered with the undeformed metric including

its α′-corrections. We have also defined the contraction of Θ with the Riemann tensor

(R ·Θ)ij = RijklΘ
kl. Note that this expression can be thought of as an α′-corrected open-

closed string map, such as appears for example in the work of Seiberg and Witten on

non-commutative gauge theories [41]. While this result works for the rank 2 examples in

section 4 it unfortunately does not work in general.

2 Two-loop conformal invariance conditions

The conditions for two-loop conformal invariance of the bosonic string sigma model were

worked out in [42–44]. Following Hull and Townsend (HT) the conditions in their scheme

are [40]7

FGij = FG0,ij + α′FG1,ij = 0 , FBij = FB0,ij + α′FB1,ij = 0 , FΦ
ij = FΦ

0,ij + α′FΦ
1,ij = 0 , (2.1)

6On-shell this is equivalent to turning on the q parameter in the scheme of Hull and Townsend [40].
7To go from their conventions to ours one sends Φ→ 2Φ and H → 1

2
H.
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where the one-loop conditions are

FG0,ij = Rij −
1

4
HiklHj

kl + 2∇i∇jΦ ,

FB0,ij = ∇kHijk − 2∇kΦHijk ,

FΦ
0,ij = 2∇2Φ− 4∇iΦ∇iΦ +

1

6
HijkH

ijk

(2.2)

and the two-loop corrections are

FG1,ij =
1

2
RiklmRj

klm +
1

4
RikljH

kmnH l
mn +

1

4
Rklm(iHj)

mnHkl
n +

1

24
∇iHklm∇jHklm

− 1

8
∇kH lm

i∇kHlmj +
1

16
HikpHjlqH

klmHpq
m +

1

16
HikpHjl

pHkmnH l
mn , (2.3)

FB1,ij = ∇kH lm
[iRj]klm −

1

4
∇kHlijH

kmnH l
mn +

1

2
∇kH lm

[iHj]mnHkl
n , (2.4)

FΦ
1,ij = −1

4
RijklR

ijkl +
1

12
(∇iHjkl)(∇iHjkl) +

1

8
H ij

mH
klmRijkl +

1

4
Rij(H

2)ij

− 5

96
HijkH

i
lmH

jl
nH

kmn − 3

32
H2
ij(H

2)ij , (2.5)

where H2
ij = HiklHj

kl. Here we have set to zero the parameter q of [40].

3 Expansion in the deformation parameter

In this section we expand the conditions for two-loop conformal invariance in powers of

the deformation parameter η, and we find the explicit α′ corrections for the background

such that the conditions hold to the quadratic order in η. Here will not need to impose the

equation for the dilaton. It is known that when the equations for G and B are satisfied

the dilaton equation is satisfied up to a constant [40]. Since we assume the undeformed

background to solve all the two-loop equations and since there is no way to introduce a

constant at higher orders in η,8 the dilaton equation will not add anything.

3.1 First order in the deformation parameter

At order η1 we see, by looking at (1.3), that the metric is not deformed while9

H
(1)
ijk = 3∇[iΘjk] . (3.1)

Using this in (2.4) we find

F
B(1)
1,ij = ∇kH(1)lm

[iRj]klm = ∇k(H(1)
lm[iRj]k

lm) + 2H
(1)
lm[i∇

lRj]
m

=
3

2
∇k∇[i(Rjk]lmΘlm)− 1

2
∇k[Rijlm∇kΘlm]

+ 2∇k(R[i
klm∇|l|Θj]m)− 2∇kΦH

(1)
lm[iRj]k

lm , (3.2)

8The parameter η is always accompanied by Θ and it is not possible to construct a constant from a

general Θ.
9We indicate the order in η with a superscript in parenthesis. Since it is clear that this refers to the

deformed background we drop the tilde.
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where we have used the lowest order equations (2.2). Using the two derivative Killing

identity (A.2) we have

∇k(Riklm∇lΘjm) = ∇kRiklm∇lΘjm +Ri
klm∇k∇lΘjm

= ∇kRiklm∇lΘjm + 2Ri
klm∇k∇(lΘj)m −Riklm∇k∇jΘlm

= −3

2
∇k(Riklm∇jΘlm) + 2Ri

klmRjklnΘmn −RimklRjnklΘmn

+RklmnRklmiΘjn + 3Riklm∇kΦ∇jΘlm + 2Ri
klm∇kΦ∇lΘjm . (3.3)

Using this together with the identity (A.9) we find

F
B(1)
1,ij = 3∇k∇[i(Rjk]lmΘlm)− 6∇kΦ∇[i(Rjk]lmΘlm) + 2RklmnRklm[iΘj]n . (3.4)

Taking into account the α′-corrections to the classical background, α′δG and α′δΦ, and

the B-field at order η1, α′(δB̃)(1), we have

α′−1FBij = 3∇k∇[i(δB̃)
(1)
jk]−6∇kΦ∇[i(δB̃)

(1)
jk]+3∇k∇[i(Rjk]lmΘlm)−6∇kΦ∇[i(Rjk]lmΘlm)

+3δ(∇k)∇[iΘjk]−6δ(∇kΦ)∇[iΘjk]+2RklmnRklm[iΘj]n . (3.5)

In the case where the metric and dilaton do not receive corrections, δG = δΦ = 0, the

terms in the second line vanish, and the terms in the first line also vanish provided we take

(δB̃)
(1)
ij = −RijklΘkl . (3.6)

In the general case the assumption that the corrected original background solves the two-

loop equations implies that

RklmnRklmi = −2δ(Rin + 2∇i∇nΦ) = −∇k∇iδGkn −∇k∇nδGki +Gkl∇i∇nδGkl
+∇2δGin + 2∇kΦ(∇iδGkn +∇nδGki −∇kδGin)− 4∇i∇nδΦ , (3.7)

where we used the expressions for the variation of the Ricci tensor and Christoffel sym-

bols (3.10) and (3.13).

Using this it is not hard to see, noting that δΦ must respect the isometries, that the

δΦ-terms cancel without any further correction to B. With a little bit more work one can

show, using the fact that LkδGij = 0, i.e. that the correction to the undeformed metric

does not break any isometries, that all terms cancel if one takes

(δB̃)
(1)
ij = 2(δGΘ)[ij] −RijklΘkl . (3.8)

The first term is simply the correction induced by the correction to the undeformed metric,

i.e. δ(B(1))ij = δΘij , which comes from the fact that the indices on Θij were lowered with

the metric (note that the Killing vectors kmI , with an upper index, are not corrected by

assumption). Thus we have proven that a two-loop Weyl invariant sigma-model remains

two-loop Weyl invariant under a YB deformation, at least to first order in the deformation

parameter. We now consider what happens at second order.

– 6 –
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3.2 Second order in the deformation parameter

It is easy to see that at order η2 the B-field equation, F
B(2)
1,ij = 0, is trivially satisfied. For

the metric equation we find

F
G(2)
1,ij =R

(2)
(i

klmRj)klm−
1

2
R(i

klmRj)nlm(Θ2)k
n−R(i

klmRj)kl
n(Θ2)mn

+
1

4
RkijlH

(1)kmnH(1)l
mn+

1

4
Rklm(iH

(1)
j)

mnH(1)kl
n+

1

24
∇iH(1)

klm∇jH
(1)klm

− 1

8
∇kH(1)lm

i∇kH
(1)
lmj . (3.9)

Note that we choose to define all tensors to have lower indices, e.g. Rijkl, and then raise

indices with the undeformed metric Gij .

The last two terms do not involve the Riemann tensor and the calculations can be

simplified somewhat if we remove them by shifting the metric and dilaton. Under a shift

of the metric we have

δ(∇i∇jΦ) = −δΓkij∇kΦ = −1

2
∇kΦ(∇jδGki +∇iδGkj −∇kδGij) (3.10)

and

δRijkl = ∇k(δΓilj − Γmlj δGim) +
1

2
RmjklδGim − (k ↔ l) , (3.11)

so that in particular

R
(2)
ijkl = ∇k(Γ

(2)
[ij]l + Γml[i(Θ

2)j]m)− 1

2
(Θ2)m[iRj]mkl − (k ↔ l)

= −∇k∇[i(Θ
2)j]l +∇l∇[i(Θ

2)j]k − (Θ2)m[iRj]mkl . (3.12)

The variation of the Ricci tensor becomes (symmetrization in ij understood)

δRij = δGklRikjl +GklδRikjl

= δGklR
k
ij
l +RkjδGik +∇j [GklδΓikl −GklΓmklδGim]−∇k[δΓijk − ΓljkδGil]

= ∇k∇iδGkj −
1

2
Gkl∇i∇jδGkl −

1

2
∇2δGij . (3.13)

From this expression we see that the last two terms in (3.9) can be canceled by shifting

the metric and dilaton as

Gij → Gij −
1

8
α′HiklHj

kl , Φ→ Φ− 1

32
α′HklmH

klm . (3.14)

The two-loop contribution then becomes (symmetrization in ij understood)

F
′G(2)
1,ij =R

(2)
i

klmRjklm−
1

2
Ri

klmRjnlm(Θ2)k
n−RiklmRjkln(Θ2)mn+

1

8
RkijlH

(1)kmnH(1)l
mn

+
1

2
RklmiH

(1)
j

mnH(1)kl
n−

1

8
RklmnH

(1)
iklH

(1)
jmn−

1

24
H(1)klm∇i∇jH(1)

klm . (3.15)

Here we have used the Bianchi identity for H and the lowest order equations of motion,

which in particular imply

∇2Hklm = 3∇n∇[kHlm]n = −3Rnp[klHm]
np + 6∇nΦ∇[kHlm]n . (3.16)
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Note that terms with two derivatives of H(1) indeed give something involving the Riemann

tensor since they involve three derivatives acting on a product of two Killing vectors giving

at least two derivatives on one Killing vector.

Expressing all terms in terms of the basis defined in appendix B we have (symmetriza-

tion in ij understood)

R
(2)
i

klmRjklm = −∇ · (f12 + f20)−∇(2f̂5 − f̂6) + 2g32 + g34 − g35 + h7 −
1

2
h8

+
1

2
h10 + 2m7 + 2m9 (3.17)

RklmiH
(1)
j

mnH(1)kl
n = −g3 + 2g4 − 2g6 + g8 − 2g14 + g15 (3.18)

RklmnH
(1)
iklH

(1)
jmn = 4g16 + 4g17 + g19 , (3.19)

H(1)klm∇i∇jH(1)
klm = 3g3 − 6g4 − 6g6 + 3g8 − 18g14 + 9g15 + 6g28 − 6g29 − 3g31 + 12g32

− 12g33 + 12g34 . (3.20)

While the order η α′-correction to B̃ in (3.8) contributes the terms (for the moment

we assume that the undeformed background is not corrected) (symmetrization in ij under-

stood)

− 1

2
(δH̃)

(1)
iklH

(1)
j

kl =
3

2
∇[i(Rkl]mnΘmn)H

(1)
j

kl = g3 − g8 − g15 + g16 +
1

2
g19 . (3.21)

For the two-loop correction we therefore get 1
8 times

− 8∇ · (f12 + f20)− 8∇(2f̂5 − f̂6) + 3g3 + 10g4 − 6g6 − 5g8 − 2g14 − 7g15 + 4g16 − 4g17

+ 3g19 + 4g30 + 2g31 + 12g32 + 4g33 + 4g34 − 8g35 − 8h8 + 4h10 + 16m7 + 16m9 (3.22)

To this we have to add the terms arising from the α′-corrections to G̃ and Φ̃. We will

ignore the corrections to the undeformed background until the end of the section.

Consider the following possible α′-corrections to the metric at order η2 (symmetrization

in ij understood)

δ1G̃ij = ∇iΘmn∇jΘmn , (3.23)

δ2G̃ij = ki ×∇mkn kj ×∇mkn , (3.24)

δ3G̃ij = ∇iΘmn∇mΘnj , (3.25)

δ4G̃ij = Ri
klmΘjkΘlm . (3.26)

Note that we could write also the second one in terms of Θ as

δ2G̃ij =
1

2
∇mΘin∇mΘj

n− 1

2
∇nΘim∇mΘjn−∇iΘmn∇mΘnj+

1

4
∇iΘmn∇jΘmn , (3.27)
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but the above expression is more convenient for the following calculation. Using (3.13)

and (3.10) these variations give rise to the terms

δ1G̃ : −∇ · (2f3 + f28)−∇(f̂1 + 2f̂6) + g31 − 4m5 − 4m6 + 2m20

δ2G̃ :
1

2
∇ · (f1 + 2f7 − f14 − 2f17 + f22 + 2f23) +∇(−f̂1 + 2f̂2 + 2f̂3 − f̂4 + 2f̂5) + g28

− g29 − 2g30 +
1

2
g31 − 2m12 +m13 +

3

8
∇i∇j(2∇kΘmn∇mΘnk − 3∇kΘmn∇kΘmn)

δ3G̃ : − 1

2
∇ · (f1 + f3 + f10 − f11 + f22 + f28 + f30 − f31)

+
1

4
∇(f̂1 − 2f̂2 − 2f̂3 + f̂4 − 2f̂5 + 2f̂7 − 4f̂8) + g30 −m5 −m6 +m7 −m8 −m10

+m11 −m13 +m20 +m22 −m23

δ4G̃ :
1

2
∇ · (f9 + f14 − f26)− 1

4
∇(3f̂1 + 2f̂2 + 2f̂3 − 3f̂4 − 2f̂5 + 4f̂6) + h9 −m1 +m2

−m3 −m15 ,

where we used the identity (B.50) in calculating the last variation.

Taking the following correction to the metric and dilaton

(δG̃)
(2)
ij =

1

4
(−3δ1+2δ2+2δ3+6δ4)G̃ij , (δΦ̃)(2) =− 3

32
(2∇kΘmn∇mΘnk−3∇kΘmn∇kΘmn)

(3.28)

and using appendix B we are left with 1
8 times the following order α′ terms

12g1 + 8g2 + g3 − 6g4 + 4g5 − 6g6 − 12g7 + 3g8 + 12g10 − 9g12

+ 24g13 + 12g14 − 6g15 + 6g16 − 6g19 − 6g20 + 12g21 + 8g22 − 2g23 − 12g24 + 16g25

+ 6h1 + 8h2 − 16h3 − 4h5 + 16h6 − 4h8 + 12h9 + 8h10 − 4h11 + 4∇f̂7 (3.29)

Next we use the Yang-Baxter equation which, in terms of Θ, reads

Θk[l∇kΘmn] = 0 . (3.30)

Hitting this with Ripmn∇p we get the identity

0 = Rilmn∇l(Θkj∇kΘmn) + 2Ri
lmn∇l(Θkm∇kΘnj) = ∇ · (f19 − 2f11) . (3.31)

Adding −4 times the r.h.s. to our expression we are left with 1
8 times

12g1+8g2−3g3−6g4+12g5−6g6−12g7+3g8+12g10−9g12

+24g13+12g14−6g15+6g16−6g19−6g20+8g21+8g22−6g23−12g24+24g25

+6h1+8h2−16h3+24h6+12h9+8h10−4h11−8(m4−2m10+2m11)+4∇f̂7 , (3.32)

where the m-terms vanish by the Yang-Baxter equation. Using the identities (B.47)–

(B.49), (B.55) and (B.56) this reduces to (symmetrization in ij understood)

h10−
1

2
h11 +

1

2
∇f̂7 = RklmiR

klmn(Θ2)nj −
1

2
Rklm

nRklmpΘinΘjp +
1

4
∇i∇j(∇lΘmn∇lΘmn) .

(3.33)
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The first two terms vanish if the original background does not suffer α′-corrections, while

the last term can be canceled by shifting the dilaton.

To summarize we have found that with the following correction to the metric and

dilaton in the HT scheme at order η2, taking into account also (3.14), (symmetrization in

ij understood)

(δG̃)
(2)
ij = −3

4
∇iΘmn∇jΘmn −

1

2
∇mΘni∇jΘmn − 3

2
Ri

klmΘlmΘkj , (3.34)

(δΦ̃)(2) =
1

16
∇kΘmn∇kΘmn −

3

8
∇kΘmn∇mΘnk , (3.35)

the deformed model is Weyl invariant at two loops provided the undeformed model is. The

shift in the metric does not look particularly natural but it can be brought to a nicer form

by noting that (symmetrization in ij understood)

∇mΘni∇jΘmn = ∇mkn × ki∇jΘmn +
1

2
∇iΘmn∇jΘmn

= ∇ivj +Ri
klmΘkjΘlm +

1

2
∇iΘmn∇jΘmn , (3.36)

where vj = ∇mkn × kjΘ
mn. The first term represents a diffeomorphism, so it can be

dropped (note that the dilaton does not transform, vi∇iΦ = 0, since it is isometric). It

will be convenient to perform a further diffeomorphism generated by vi = 1
2Θmn∇iΘmn

after which we have (symmetrization in ij understood)

(δG̃)
(2)
ij = −2Ri

klmΘlmΘkj + Θmn∇i∇jΘmn , (3.37)

(δΦ̃)(2) =
1

16
∇kΘmn∇kΘmn −

3

8
∇kΘmn∇mΘnk +

1

4
∇iΦ∇i(ΘmnΘmn) . (3.38)

We will now consider what happens when the undeformed background receives α′-

corrections.

Taking into account the lowest order correction to the metric and dilaton as well as

the first order correction to B̃ (3.8) we have (symmetrization in ij understood)

δ(R
(2)
ij −

1

4
H

(1)
iklH

(1)
j

kl+2[∇i∇jΦ](2))+RklmiR
klmn(Θ2)nj−

1

2
Rklm

nRklmpΘinΘjp . (3.39)

Using (3.7) and the variations in (3.13) and (3.10) this becomes, after a tedious calculation,

− 3∇kδGni∇lΘ[nkΘj]l − δGinkk × [kl,∇lkj ]×∇kkn + 2δGknk
k × [kl,∇lkj ]×∇ikn

+ δGkn∇ikk × [kl,∇lkn]× kj − δGkn∇n(ki × [kl,∇lkj ]× kk)
− 2∇kΦ δGink

n × [kl,∇lkk]× kj + 2∇kΦ δGknki × [kl,∇lkn]× kj . (3.40)

The first term vanishes by the Yang-Baxter equation. Using the fact that klI∇lknJ −
klJ∇lknI = fIJ

KknK and the YB equation (i.e. RIJRKLfJK
M antisymmetrized in ILM

vanishes) this further reduces to

−1

2
RIJRKLfJK

MfIL
NδGinkMjk

n
N = RMJRKIfJK

LfIL
NδGinkMjk

n
N

= −1

2
RMJRKIfKI

LfJL
NδGinkMjk

n
N = 0 , (3.41)
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where we have used first the YB equation, then the Jacobi identity and finally the uni-

modularity condition RKIfKI
L = 0.

This shows that the only additional corrections that arise are the ones coming from

correcting the undeformed metric in G̃(2) and Φ(2) so that

(δG̃)
(2)
ij = 2(δGΘ2)(ij)+(ΘδGΘ)ij−2Θk(iRj)

klmΘlm+Θmn∇i∇jΘmn , (3.42)

(δΦ̃)(2) =−1

2
(δGΘ)mnΘmn+

1

16
∇kΘmn∇kΘmn−

3

8
∇kΘmn∇mΘnk+

1

4
∇iΦ∇i(ΘmnΘmn) .

(3.43)

This completes the proof that, at least to second order in the deformation and when B = 0,

unimodular YB deformations preserve conformality at two loops.

4 α′-corrections from T-duality rules at two loops

Homogeneous Yang-Baxter deformations are closely related to non-abelian T-duality [12,

13] and it can be shown that the non-abelian T-dual model is in fact recovered in the

maximally deformed limit η → ∞ [13], see also [14, 15]. The simplest class of Yang-

Baxter deformations — the “abelian” one — is related to just abelian T-duality, and is

equivalent to doing TsT transformations [45, 46]. In general, a Yang-Baxter deformation

generated by Θ = k1 ∧ k2 where k1 = ∂x1 and k2 = ∂x2 are commuting Killing vectors,

is equivalent to doing first a T-duality x1 → x̃1, then a shift x2 → x2 + ηx̃1, and then a

T-duality back x̃1 → x1. Some “non-abelian” deformations are non-commuting sequences

of TsT’s [5, 47]. The non-abelian nature is related to the fact that the order in which the

TsT transformations are performed is important, as certain T-dualities would break the

isometries that are needed to perform the other T-dualities in the sequence. In this section

we want to exploit the relation to TsT transformations and combine it with the knowledge

of the first α′-corrections of the T-duality rules, to obtain two-loop corrections for all Yang-

Baxter deformations that are obtainable by TsT transformations, or more generically by

a non-commuting sequence of them. This strategy allows us to obtain backgrounds at two

loops that are exact in the deformation parameter η. Moreover, these tools can be applied

to any starting background with isometries, and it is not needed to restrict to B = 0 as we

assume in most of this paper.

Because at each step all that we are doing is (abelian) T-duality and coordinate trans-

formations, we are bound to preserve conformal invariance on the worldsheet to the very

end, and we can check explicitly that the solutions we generate do solve the two-loop equa-

tions. This argument can be repeated also to higher orders in the α′ expansion, and it is

enough to conclude that all Yang-Baxter deformations that are obtainable by a generically

non-commuting sequence of TsT transformations, do not break the conformality of the

original model to all orders in α′.

At leading order in α′ the T-duality rules are given by the Buscher rules [48]. At higher

loops these rules get corrected in α′. We will use the α′-corrections to the T-duality rules

derived by Kaloper and Meissner in [34]. The rules were obtained by carefully analysing the

two-loop effective action of the bosonic string, and identifying the terms that are symmetric
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or anti-symmetric under the Buscher rules. The α′-corrections of the T-duality rules were

then fixed by requiring that they give a symmetry of the full two-loop effective action,

compensating for the antisymmetry of those terms.10

Already at leading order in α′, the T-duality rules are more easily presented in terms

of fields of a dimensional reduction, where we reduce along the direction that we want to

T-dualize. We follow [34] and we rewrite the metric, Kalb-Ramond field and dilaton of the

D-dimensional spacetime in terms of the following (D − 1)-dimensional fields

ds2 = Gijdx
idxj = gµνdx

µdxν + e2σ(dx+ V )2 ,

B =
1

2
Bijdx

i ∧ dxj =
1

2
bµνdx

µ ∧ dxν +
1

2
W ∧ V +W ∧ dx ,

Φ = φ+
1

2
σ .

(4.1)

Here we are assuming that we have brought the solution in a form such that the isometry

we want to dualize is simply implemented by a shift of a coordinate, that we denote by

x. We use Greek indices for the (D − 1)-dimensional spacetime.11 We have introduced a

(D− 1)-dimensional metric gµν , and antisymmetric bµν , vectors Vµ and Wµ, and scalars φ

and σ. Above we also used form notation V = Vµdx
µ,W = Wµdx

µ. In components, the

relations to identify the fields of the dimensional reduction are

σ =
1

2
logGxx , Vµ =

Gµx
Gxx

, gµν = Gµν −
GµxGνx
Gxx

,

φ = Φ− 1

4
logGxx , Wµ = Bµx , bµν = Bµν +

Gx[µBν]x

Gxx
.

(4.2)

It is also useful to notice that Gµν = gµν , Gµx = −V µ, Gxx = e−2σ +V 2. The combination

hµνρ = 3

(
∂[µbνρ] −

1

2
W[µνVρ] −

1

2
V[µνWρ]

)
= Hµνρ − 3W[µνVρ] , (4.3)

is gauge invariant. In terms of these new fields the Buscher rules are simply

σ → −σ, V ↔W . (4.4)

All other fields remain unchanged under T-duality at leading order in α′.

In [34] Kaloper and Meissner derived the corrections to the T-duality rules in a par-

ticular scheme introduced by Meissner in [49]. We will call it the Kaloper-Meissner (KM)

scheme. In order to apply the T-duality rules of KM to our case, we will therefore first need

to implement the field redefinitions to go from the scheme of HT to that of KM. We can

do so by combining the formulas given in [40] (see their equations (61) and (64)) relating

the HT scheme to the Metsaev-Tseytlin (MT) scheme of [43], and those given in [49] (see

10In [34] the authors claim that their results can be applied also to the heterotic string, but the action they

start with is missing the Chern-Simons terms that are expected there. See [37] for α′-corrected T-duality

rules that encompass both the bosonic and the heterotic string.
11The discussion of the α′-corrected T-duality rules and their derivation simplifies if written in terms of

tangent-space indices, but we will not do so here.
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his equations (3.7), (4.1) and (4.7)) to go from MT to KM.12 The field redefinitions that

we will use are13

G
(HT)
ij = G

(KM)
ij + α′

(
Rij −

1

2
H2
ij

)
,

B
(HT)
ij = B

(KM)
ij + α′

(
−Hijk∇kΦ

)
,

Φ(HT) = Φ(KM) + α′
(
− 3

32
H2 +

1

8
R− 1

2
(∇Φ)2

)
.

(4.5)

Once we are in the scheme of KM we can use their α′-corrected T-duality rules [34]

σ→−σ+α′
[
(∇σ)2+

1

8
(e2σZ+e−2σT )

]
Vµ→Wµ+α′

[
Wµν∇νσ+

1

4
hµνρV

νρe2σ

]
(4.6)

Wµ→Vµ+α′
[
Vµν∇νσ−

1

4
hµνρW

νρe−2σ

]
bµν→ bµν+α′

[
Vρ[µW

ρ
ν]+

(
W[µρ∇ρσ+

1

4
e2σh[µρλV

ρλ

)
Vν]+

(
V[µρ∇ρσ−

1

4
e−2σh[µρλW

ρλ

)
Wν]

]
Indices are always raised/lowered using the (D− 1)-dimensional metric gµν , and the trans-

formations are written using also the following definitions

Vµν = ∂µVν − ∂νVµ , Zµν = VµρV
ρ

ν , Z = Z µ
µ ,

Wµν = ∂µWν − ∂νWµ , Tµν = WµρW
ρ
ν , T = T µ

µ .
(4.7)

In general, at higher loops, not only σ, V and W will change under T-duality. In fact, at

two loops in the scheme of KM also bµν gets modified.14 It is important to remark that

already before doing T-duality the fields will in general have an explicit α′-dependence. In

particular, σ, V and W that transform according to (4.6) may in general depend on α′, and

this must be taken into account already when implementing the leading order T-duality

rules (the Buscher rules).

One could in principle combine the T-duality rules of KM in (4.6) with the field

redefinitions in (4.5), to obtain the α′-corrections of the T-duality rules in the scheme of

12The field redefinitions given in [49] relate the KM and the MT schemes only on-shell, but this is enough

for our purposes, since we just want to make sure that we can generate solutions of the two-loop equations.
13These are the redefinitions needed when we set the parameter q of [40] to zero. Different values of q

would affect the coefficient of H2 that appears in the redefinition of the dilaton. Importantly, the coefficient

in front of H2
ij that appears in the redefinition of the metric has the opposite sign compared to what one

would expect from formulas in [40] or [49]. We have checked in various examples, some not included in

this paper, that we must have the sign that we use here, as this is fixed by requiring that we want to

have a solution of the two-loop equations after doing T-duality in the KM scheme and going back to the

HT scheme.
14In [34] the rules were given in terms of transformations of hµνρ. Here we preferred to rewrite them

as a transformation of bµν . Importantly, the α′-corrections to the T-duality rules of bµν (or equivalently

hµνρ) differ by an overall sign compared to those given in [34], and our formula corrects the one given there.

We thank A. Vilar López for discussions on this point. A future paper will contain also more details on

this [50].
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HT. We will not do so here, as the scheme of KM appears to be the minimal scheme for

what concerns the complexity of the corrections to the T-duality rules. In other schemes, all

other fields of the dimensional reduction will in general receive α′-corrections. Therefore,

to obtain Yang-Baxter deformations in the scheme of HT we will follow this strategy:

1. Start from a solution of the two-loop equations in the HT scheme. In general that

implies finding α′-corrections for this initial solution.

2. Go to the scheme of KM using (4.5).

3. Do TsT or sequences of TsT transformations, using the α′-corrected T-duality rules

in (4.6).

4. Go back to the scheme of HT using (4.5).

We have worked out examples to test this method and obtain explicit results for α′-

corrections of Yang-Baxter deformed models. This also allows us to relate to the results of

section 3 that are perturbative in η. We will provide an example in the next section.

5 Examples

In this section we consider two particularly simple examples.

5.1 Solvable pp-wave

We start with the pp-wave background considered in [51]

ds2 = 2dx+dx− − k

(x+)2
x2
m(dx+)2 + dx2

m , Φ = mx+ +
d

2
k lnx+ , (5.1)

where 0 < k < 1
4 is a constant, m is another constant and d is the number of transverse

dimensions. This background is known not to receive α′-corrections. This follows from the

fact that the only non-zero component of the Riemann tensor is R+m+n = δmnk(x+)−2.

Consider the following four Killing vectors

k1 = (x+)ν∂1 − ν(x+)ν−1x1∂− , k3 = (2ν − 1)∂− ,

k2 = (x+)1−ν∂1 − (1− ν)(x+)−νx1∂− , k4 = (x+)ν∂2 − ν(x+)ν−1x2∂− , (5.2)

where we have defined the parameter

ν =
1 +
√

1− 2k

2
. (5.3)

They form a Heisenberg algebra of isometries with the only non-trivial Lie bracket [k1, k2] =

k3. From the discussion of R-matrices in [5] we see that we can consider the non-abelian

rank 4 deformation

Θ = k1 ∧ k4 + sk2 ∧ k3 , (5.4)
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where we introduced the parameter s to keep track of the contribution from the second

term. We will show below that in this case this deformation is equivalent to the abelian

one obtained by setting s = 0. First we construct the matrix

Θij =


0 0 0 0

0 0 a b

0 −a 0 c

0 −b −c 0

 , (5.5)

where

a = ν(x+)2ν−1x2 − s(2ν − 1)(x+)1−ν , b = −ν(x+)2ν−1x1 , c = (x+)2ν . (5.6)

The deformed background takes the form

d̃s
2

= 2dx+

(
dx− + η2 ac

1 + η2c2
dx2 − η2 bc

1 + η2c2
dx1

)
−
(

k

(x+)2
x2
m + η2 a

2 + b2

1 + η2c2

)
(dx+)2 +

dx2
1 + dx2

2

1 + η2c2
+ dx2

m′ .

(5.7)

With the B-field and dilaton given by

B̃ = − η

1 + η2c2

[
(adx1 + bdx2) ∧ dx+ + cdx2 ∧ dx1

]
, Φ̃ = Φ− 1

2
ln(1 + η2c2) . (5.8)

One sees from this that

H̃ = 4ην(x+)2ν−1dx2 ∧ dx1 ∧ dx+ , (5.9)

which is independent of the parameter s. The fact that also Φ is independent of s suggests

that it might be possible to remove the s dependence also from the metric. Consider the

change of coordinates x2 → x2 + f and x− → x−+ gx2 +h where f, g, h are functions only

of x+. One finds that the choice

f =
s

2
η2(2ν − 1)(x+)ν+2 , g = −s

2
η2(2ν − 1)ν(x+)ν+1 ,

h =
s2

8
η2(2ν − 1)2

[
4(3− 2ν)−1(x+)3−2ν − η2ν(x+)3+2ν

]
, (5.10)

removes the dependence on s completely and reduces the background to the one obtained

by the TsT with

Θ = k1 ∧ k4 . (5.11)

Explicitly, the metric is

d̃s
2

= 2dx+
(
dx− + νη2c2(1 + η2c2)−1(x1dx1 + x2dx

2)/x+
)

− (x+)−2
(
kx2

m + ν2η2c2(1 + η2c2)−1(x2
1 + x2

2)
)

(dx+)2 +
dx2

1 + dx2
2

1 + η2c2
+ dx2

m′ .
(5.12)

From (1.4) we find the only correction to the deformed background is given by

δG++ = −4η2(2ν2 − ν)(x+)4ν−2 , (5.13)
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which can be canceled by a diffeomorphism δG++ = ∇+v+. In fact the change of coordi-

nates x− → x− + νη2c2 x21+x22
2x+(1+η2c2)

, x1,2 →
√

1 + η2c2 x1,2 brings the deformed metric to

the form

d̃s
2

= 2dx+dx−+(x+)−2

[
−kx2

m+η2c2[−3ν+5ν2−kη2c2]
x2

1+x2
2

1+η2c2

]
(dx+)2+dx2

m . (5.14)

Therefore this background is exact at two loops, as is easily checked directly, and possibly

to all loops.

5.2 Bianchi type II background

Next we consider the Bianchi type II background [52, 53] (the α′-corrections to Bianchi

type I were considered in [54])

ds2 = − cosh(τ)e(a+b+c)τdτ2 +
eaτ

cosh(τ)
(dx−zdy)2 +cosh(τ)e(a+b)τdy2 +cosh(τ)e(a+c)τdz2 ,

(5.15)

supported by a dilaton linear in τ

Φ = aτ/2 . (5.16)

This solves the Einstein equations provided that the parameters a, b, c are related as

bc = a2 + 1 . (5.17)

The solution has three Killing vectors

k1 = −∂z − y∂x , k2 = ∂y , k3 = ∂x , (5.18)

which again satisfy a Heisenberg algebra [k1, k2] = k3.

From now on we will simplify things by taking a = 0 and b = c = 1. The two-

loop equations are not automatically satisfied, and we need to find α′-corrections for this

background. It is convenient to introduce a new coordinate system {v, x, y, z} where v = eτ ,

since the metric then has a rational dependence on v

ds2 =
2v(dx− zdy)2

v2 + 1
+

(
v2 + 1

) (
v
(
dy2 + dz2

)
− dv2

)
2v

. (5.19)

We assume that the correction to the metric δGij respects the isometries of the background.

We turn on the diagonal components δGii and δG12 = −zδG11. We also allow for a

correction to the dilaton δΦ that, together with δGii, is allowed to depend only on v. The

two-loop equation for the B-field is already satisfied. First it is simpler to solve the two-

loop equation for the dilaton, because there only the correction δΦ contributes. One finds a

second order differential equation −3v6 +45v4−45v2 +3−
(
v2 + 1

)5
(vδΦ′′(v) + δΦ′(v)) = 0

solved by

δΦ =
v

2 (v2 + 1)
+

2v

(v2 + 1)3 +
1

2
arctan v + cΦ log v , (5.20)

where cΦ is a constant. Looking at the two-loop equations for the metric, one can find a

linear combination of those equations that gives an algebraic constraint imposing δG11 = 0.
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To find δG00, δG22, δG33, we first identify linear combinations of the equations that give

first order differential equations for δG00 and δG33, and we solve them obtaining results

written in terms of δG22. These are then used to get a third order differential equation for

δG22 only, that we also solve. The final result is

δG00 =
−2v8+20v4+8v2−2

(
v2−3

)(
v2+1

)3
varctanv+6

(v4−1)2

+

(
v2+1

)(
c00

(
v2−1

)2
+v2(c22−2f22)+c22−2f22−4cΦ

(
v2−3

)
v2 logv+8cΦ

)
v (v2−1)2 ,

δG22 =

(
3v2−1

)((
v2+1

)3
arctanv+v

(
v4+2v2+5

))
2(v2−1)(v2+1)2

+

(
v2+1

)(
v2(d22−c22)+3c22−d22+2logv

(
f22

(
v2−1

)
+4cΦ

)
−4f22+8cΦ

)
4(v2−1)

,

δG33 = δG22−
1

2

(
v2+1

)
(2c00−2c22+d22+2(f22−6cΦ) logv+2f22) . (5.21)

For simplicity in what follows we will set all integration constants cΦ = c00 = c22 = d22 =

f22 = 0. This background admits a non-abelian deformation with

Θ = αk1 ∧ k4 + βk2 ∧ k3 , (5.22)

where α, β are parameters and we have introduced an additional flat direction w so that

we can have a fourth Killing vector k4 = ∂w. If both α and β are non-zero, they can be

reabsorbed by redefining w and the deformation parameter η. For simplicity we set α = 0,

β = 1 and analyze the abelian deformation given by

Θ = k2 ∧ k3 . (5.23)

The Yang-Baxter deformation to lowest order in α′ yields the following deformed back-

ground15

ds2 =

((
v2+1

)2
+4vz2

)
dy2−8vzdxdy+4vdx2

2(v2+1)(1+η2v)
−
(
v2+1

)
dv2

2v
+

1

2

(
v2+1

)
dz2 ,

B=
ηvdx∧dy
1+η2v

,

Φ =−1

2
log
(
1+η2v

)
.

(5.24)

We can obtain the first α′-correction exactly in the deformation parameter η if we

follow the strategy outlined in section 4. The deformation generated by Θ = k2 ∧ k3 is

equivalent to doing first a T-duality along x, then shifting y → y − ηx̃ where x̃ is the dual

coordinate to x, and then T-dualising x̃ back.

We first start from the background given by the metric (5.19) and the α′-correc-

tions (5.21). This background solves the two-loop equations in the HT scheme, and we

15We remind that in this paper we use the convention B = 1
2
Bijdx

i ∧ dxj .
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need to apply (4.5) in order to find a solution in the KM scheme. Obviously, since the

corrections in (4.5) are multiplied by an explicit power of α′, it is enough to use the un-

corrected background to derive them, which simplifies the calculation. Because B = 0, we

can in principle get a non-trivial modification only for the metric from the Ricci tensor,

and for the dilaton from the Ricci scalar. But the Bianchi II background is also Ricci-flat,

therefore it is the same in the KM scheme and in the HT scheme. The next step is that

of identifying the fields of the dimensional reduction as in (4.1). Because we want to do

T-duality along x here, we are taking x = x. This is a straightforward exercise, and in-

stead of writing down all fields of the dimensional reduction, we only write those that can

potentially change under the corrected T-duality rules

σ =
1

2
log

(
2v

1 + v2

)
, V = −zdy , W = 0 , b = 0 . (5.25)

These particular fields of the dimensional reduction happen not to depend on α′ in this

particular example. We then implement the α′-corrected T-duality rules of KM as in (4.6)

and obtain the fields of the dimensional reduction after T-duality

σ = −1

2
log

(
2v

1 + v2

)
−α′

(
v4 − 6v2 + 1

)
2v (v2 + 1)3 , V = 0 , W = −zdy , b = 0 . (5.26)

After T-duality the scalar σ does depend explicitly on α′. The explicit form of the two-loop

background after performing this first T-duality along x is

ds2 =
1

2

(
v+v−1−

α′
(
v4−6v2+1

)
(v3+v)2

)
dx̃2

+
1

2

1+v2+
α′
(
3v2−1

)((
v2+1

)3
arctanv+v

(
v4+2v2+5

))
(v2−1)(v2+1)2

(dy2+dz2)

+

−v2+1

2v
−

2α′
(
v8−10v4−4v2+

(
v2−3

)(
v2+1

)3
varctanv−3

)
(v4−1)2

dv2 ,

B= zdx̃∧dy ,

Φ =−1

2
log

(
2v

v2+1

)
+α′

[(
2v6+3v4+16v2−1

)
4v (v2+1)3 +

1

2
arctanv

]
.

(5.27)

In the T-dual frame the metric is diagonal (even to two loops) at the cost of having a non-

vanishing B-field. We can now do the shift y → y − ηx̃, that here will have only the effect

of modifying the metric. To perform another T-duality along x̃ we have to first repeat the
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identification of the fields of the dimensional reduction. We find in particular

σ=
1

2
log

(
1

2

(
η2
(
v2+1

)
+v+v−1

))

+
1

2
α′

− (
v4−6v2+1

)
v (v2+1)3 (1+η2v)

+
η2v

(
3v2−1

)((
v2+1

)3
arctanv+v

(
v4+2v2+5

))
(v2−1)(v2+1)3 (η2v+1)

 ,
V =

−η dy
(1+η2v)2

v (1+η2v
)
+
α′
(
v
(
3v2−1

)(
v2+1

)2
arctanv+3

(
v6+v4+v2

)
−1
)

(v2−1)(v2+1)2

 ,

W =−zdy , b= 0 . (5.28)

At this point we can use again the T-duality rules of KM (4.6). After doing that we obtain

the following background

ds2 =−
(
v2+1

)
dv2

2v
+

2(dx−zdy)2

η2 (v2+1)+v+v−1
+

(
v2+1

)
dy2

2(1+η2v)
+

1

2

(
v2+1

)
dz2

+α′δG00dv
2−4α′η2v2

(
δG22

(v2+1)2 (1+η2v)2 +2v
v2−1

(v2+1)4 (1+η2v)2

)
(dx−zdy)2

+α′
(

δG22

(1+η2v)2−η
2 v4−6v2+1

2(v2+1)2 (1+η2v)2

)
dy2+α′δG22dz

2 ,

B̃=
α′ηdv∧dz

(v2+1)(1+η2v)

+ηvdx∧dy

(
1

1+η2v
+2α′

δG22

(v2+1)(1+η2v)2 +α′
2v(v2−3)+η2

(
3v2−1

)(
v2−1

)
(v2+1)3 (1+η2v)3

)
,

Φ̃ =−1

2
log
(
1+η2v

)
+α′δΦ−α′η2 4v(v2+1)2δG22+5v4−10v2+1

4(v2+1)3 (1+η2v)
, (5.29)

where δGij and δΦ are the corrections to the undeformed background given in (5.20)

and (5.21). This is a TsT of the initial Bianchi II that solves the two-loop equations in

the KM scheme. To go to the HT scheme we use again (4.5). Because of the deformation,

now the dictionary to go to the new scheme is non-trivial, and the background in the HT

scheme reads

ds2 = G̃ijdx
idxj ,

B̃=
α′ηdv∧dz

(v2+1)(1+η2v)

+ηvdx∧dy
(

1

1+η2v
+2α′

δG22

(v2+1)(1+η2v)2 +2α′v
v2−3

(v2+1)3 (1+η2v)2

)
,

Φ̃ =−1

2
log
(
1+η2v

)
+α′δΦ−α′η2 vδG22

(v2+1)(1+η2v)
−α′η2 3v4−14v2−1

4(v2+1)3 (1+η2v)
,

(5.30)
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where

G̃00 = −v
2 + 1

2v
+ α′δG00 − α′η2 η2 + 3η2v2 + 2v

2 (v2 + 1) (1 + η2v)2 ,

G̃11 =
2v

(v2 + 1) (1 + η2v)
− 4α′η2v2 δG22

(v2 + 1)2 (1 + η2v)2 − 4vα′η2v2 v2 − 3

(v2 + 1)4 (1 + η2v)2 ,

G̃22 =
v2 + 1

2 (1 + η2v)
− α′η2v2 v2 − 3

(v2 + 1)2 (1 + η2v)2 + α′
δG22

(1 + η2v)2 + z2G̃11 ,

G̃33 =
1

2

(
v2 + 1

)
+ α′δG22 − α′η2 v2

(v2 + 1) (1 + η2v)
,

G̃12 = −zG̃11 . (5.31)

Performing the redefinition of the dilaton given in (1.6) this background agrees precisely

with that obtained from the all order expression (1.7).

When we want to work out a deformation generated by Θ = k1 ∧ k4 following the

strategy of section 4, we first need to find a coordinate system in which k1 acts as a simple

shift of a coordinate. We can redefine

x = x′ + y′z′ , y = y′ , z = z′ , (5.32)

so that in the new coordinate system k1 = −∂z′ . As should be clear from the discussion at

the beginning of this section, the isometry generated by k1 is not broken by α′ corrections,

therefore the metric will not depend on z′ also at two loops. The deformation generated

by Θ = k1 ∧ k4 can be obtained by doing T-duality w → w̃, then the shift z′ → z′ − ηw̃,

and then T-duality back w̃ → w. We will omit the explicit results for this particular

deformation, since they involve very long expressions, and we have already presented our

method in the previous deformation generated by Θ = k2 ∧ k3. We have checked that

the resulting background again agrees with that obtained by the α′-corrected open-closed

string map (1.7).

The interesting point is that we can combine these two TsT transformations. We can

first do a TsT involving x and y corresponding to Θ = k2 ∧ k3. At the end of this result

the background is still invariant under isometries generated by k1 and k4, and we can do a

second TsT transformation involving z′ and w, equivalent to Θ = k1∧k4. The composition

of the two deformations is equivalent to the deformation given by Θ = k1 ∧ k4 + k2 ∧ k3, as

explained in [15]. The non-abelian nature of the deformation is related to the fact that if we

had started from Θ = k1 ∧ k4 instead, we would have broken the isometries that we would

need to perform the deformation with Θ = k2∧k3. As follows from the results of [15], in the

maximally deformed limit η →∞ we recover the non-abelian T-dual of the original Bianchi

II solution, where the isometries dualized are those corresponding to the Killing vectors

k1, k2, k3 forming a Heisenberg algebra, and k4. By this argument it follows that non-

abelian T-dual models related to this class of Yang-Baxter deformations remain conformal

on the worldsheet to two loops. Because T-duality remains a symmetry of the string at

higher orders in an α′-expansion, we can argue that this is true to all loops. Unfortunately

the all order expression (1.7) turns out not to give the correct answer in this case.
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6 Conclusions

We have argued that (homogeneous) YB deformed string σ-models that are conformal at

one loop remain conformal at two loops,16 i.e. including the first correction in α′. We showed

this to second order in the deformation parameter η for a generic unimodular deformation

of a background with vanishing B-field. We also argued that using the α′-corrected T-

duality rules of [34] one can verify this to all orders in the deformation parameter for the

cases that can be built from TsT transformations, and we explained that this strategy can

be used also for the non-abelian YB deformations that are equivalent to a non-commuting

sequence of TsT transformations.17 We exemplified our results in the case of a deformation

of a Bianchi type II background.

Our findings suggest that one-loop conformal YB σ-models should in fact remain con-

formal to first order in α′, and likely all orders. Since these models can be thought of as a

generalization of non-abelian T-duality [12, 13, 15] (which can be recovered in an appropri-

ate η → ∞ limit) our findings suggest that the same should be true for NATD. This was

also argued recently from a different perspective in [30, 31], studying renormalizability of

a different type of integrable deformation of σ-models.18 To test this idea one should start

from a model which is conformal to all orders in α′ and then deform it. A good candidate

is therefore the unimodular deformation of AdS3 × S3 constructed in [39].

We saw that the expression (1.7) for the all order in η form of the first α′-correction

to YB deformations works in simple cases but fails in general. It is an important problem

to fix it so that it holds in general. If a simple solution exists for the corrections, it is

also interesting in the special case of TsT transformations, whose corrections have, to our

knowledge, not been analyzed before. If, further more, this continues to work to higher

orders in α′ it could even help in determining the structure of higher α′-corrections to the

target space equations of motion. This approach could be said to be an example of using

O(d, d) symmetry to determine/constrain higher α′-corrections.

We plan to address some of these questions in the near future.
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A Killing identities

The Killing vectors satisfy the equations (suppressing the Lie algebra index)

∇(ikj) = 0 ∇i∇jkl = Rljink
n . (A.1)

Using this and the expression for Θ in (1.2) we can derive the useful two-derivative identity

2∇k∇(iΘj)l = 2∇kk(i ×∇j)kl + 2Rknl(iΘj)
n

= −∇(i∇j)Θkl + 2Rknl(iΘj)
n −Rk(ij)nΘl

n +Rl(ij)nΘk
n . (A.2)

A special case of this is

∇2Θij = −RijklΘkl +RikΘj
k −RjkΘi

k . (A.3)

In addition we have the unimodularity condition, which in terms of Θ, takes the form

∇kΘkl = 0 . (A.4)

We also know that the dilaton respects the isometries so that

ki∇iΦ = 0 . (A.5)

Using these facts we can prove the useful identity

∇k(RijlmΘlm) = −1

2
Riklm∇jΘlm +Rimkl∇mΘj

l −Rilmk∇mΘj
l − (i↔ j) . (A.6)

This follows by noting that

2Rijlm∇kΘlm = −4∇m∇jki ×∇kkm = −4∇m(∇jki ×∇kkm) + 4Rkl∇jki × kl

= −2∇m∇j(ki ×∇kkm) + 2∇m(RmkjlΘi
l) + 2Rkl∇jki × kl − (i↔ j)

= −∇m∇j∇kΘim +∇m∇j∇mΘik +∇m∇j∇iΘmk + 2∇m(RmkjlΘi
l)

+ 2Rkl∇jki × kl − (i↔ j)

=
1

2
Rijlm∇kΘlm − 1

2
∇kRijlmΘlm − 1

2
Riklm∇jΘlm +Rimkl∇mΘj

l

−Rilmk∇mΘj
l − (i↔ j) , (A.7)

where we have used the fact that

∇lΦ∇kΘlj +∇lΦ∇lΘkj +∇lΦ∇jΘkl = 0 , (A.8)

as is easily verified. Acting with ∇k, and using also ∇kΦ times the above identity, one

finds

4∇k(Rijlm∇kΘlm) = 3∇k∇[i(Rjk]lmΘlm)− 2RimklRjn
klΘmn + 4Ri

klmRjklnΘm
n

+ 2Rijlm∇kΦ∇kΘlm + 4Riklm∇kΦ∇jΘlm − (i↔ j) . (A.9)
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B Relations needed for second order calculation

For the second order calculations we define the following ‘basis’ of terms (for readability

we write all indices as lower indices)

f1 = Rilmn∇jΘmnΘkl f12 = Rimkn∇mΘljΘln f23 = Rklmn∇mΘinΘjl

f2 = Rilmn∇jΘklΘmn f13 = Rimkn∇lΘmjΘln f24 = Rklmn∇lΘimΘjn

f3 = Rikmn∇jΘmlΘln f14 = Rilmn∇kΘmnΘlj f25 = ∇lRikmnΘjlΘmn

f4 = Rimnk∇jΘmlΘln f15 = Rilmn∇lΘmnΘkj f26 = ∇kRilmnΘjlΘmn

f5 = Rilmn∇lΘmjΘnk f16 = Rilmn∇lΘkmΘnj f27 = ∇i∇jΘmn∇kΘmn

f6 = Rilmn∇mΘljΘnk f17 = Rilmn∇mΘknΘlj f28 = ∇i∇kΘmn∇jΘmn (B.1)

f7 = Rilmn∇mΘnjΘlk f18 = Rikmn∇mΘlnΘlj f29 = ∇i∇jΘmn∇mΘnk

f8 = Rilmn∇lΘkjΘmn f19 = Rikmn∇lΘmnΘlj f30 = ∇i∇kΘmn∇mΘnj

f9 = Rilmn∇kΘljΘmn f20 = Rimkn∇mΘlnΘlj f31 = ∇i∇mΘnk∇jΘmn

f10 = Rikmn∇mΘljΘln f21 = Rklmn∇iΘjlΘmn f32 = ∇i∇mΘnk∇mΘnj

f11 = Rikmn∇lΘmjΘln f22 = Rklmn∇iΘmnΘjl f33 = ∇i∇mΘnk∇nΘmj

where we suppress the free indices ijk and assume symmetry in ij throughout. We also

define the terms with only one free index

f̂1 = Rklmn∇jΘklΘmn f̂4 = Rjlmn∇kΘmnΘkl f̂7 = ∇j∇lΘmn∇lΘmn

f̂2 = Rklmn∇kΘljΘmn f̂5 = Rjlmn∇mΘnkΘkl f̂8 = ∇j∇lΘmn∇mΘnl (B.2)

f̂3 = Rklmn∇mΘklΘnj f̂6 = Rjlmn∇lΘkmΘkn

We will denote for example∇kf1ijk as∇·f1, again suppressing the indices, and similarly

for example ∇(if̂1j) as ∇f̂1. Using the Killing vector identities, unimodularity and isometry

of the dilaton one finds

∇ · f1 =
1

2
g12 + g23 − 2h6 (B.3)

∇ · f2 =
1

2
g12 + g15 −

1

2
h1 + 2m1 (B.4)

∇ · f3 = g13 − g25 − h5 − h7 − 2m5 − 2m6 (B.5)

∇ · f4 = g14 − g24 + g25 +
1

2
h5 + h7 −

1

2
h8 + 2m6 (B.6)

∇ · f5 = −1

2
g1 +

1

2
g23 − g25 +

1

2
h3 − h5 − h6 −

1

2
h8 (B.7)

∇ · f6 = −1

2
g1 −

1

2
g10 −

1

2
g23 + g24 − g25 −

1

2
h3 − h5 +

1

2
h8 (B.8)

∇ · f7 = −1

2
g10 − g23 + g24 − h3 + h6 + h8 (B.9)

∇ · f8 = g1 + g3 +
1

2
h1 + 2m2 (B.10)

∇ · f9 = g1 + g8 + g10 + h1 + 2m1 − 2m2 (B.11)
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∇ · f10 = g4 + g7 + g24 − 2g25 + h4 −
1

2
h5 − h6 − h7 +

1

2
h8 + 2m7 − 2m8 (B.12)

∇ · f11 = g5 −
1

2
g23 + g25 − h4 +

1

2
h5 + h6 +

1

2
h8 + 2m10 − 2m11 (B.13)

∇ · f12 = g4 + g24 − 2g25 −
1

2
h3 + h4 −

1

2
h5 − h6 − h7 + 2m7 (B.14)

∇ · f13 = g6 +
1

2
g23 − g24 + g25 +

1

2
h3 − h4 + h5 − h6 +

1

2
h8 + 2m10 (B.15)

∇ · f14 = g2 + g8 + h2 + 2m3 (B.16)

∇ · f15 = g2 − g11 + g21 (B.17)

∇ · f16 = −1

2
g2 − g5 +

1

2
g11 −

1

4
h2 + 2m16 (B.18)

∇ · f17 =
1

2
g2 + g6 +

1

2
h2 −m3 (B.19)

∇ · f18 = g4 −
3

2
g21 + h3 + h4 − h10 + 2m9 + 2m17 (B.20)

∇ · f19 = g3 + g21 − 2h4 + 2m4 (B.21)

∇ · f20 = g4 + g7 −
3

2
g21 +

3

2
h3 + h4 −

1

2
h10 + 2m9 (B.22)

∇ · f21 = g9 −
1

2
g20 −

1

2
h2 + h9 + 2m14 (B.23)

∇ · f22 = −g16 − g22 + 2h4 − 2m13 (B.24)

∇ · f23 = g17 +
3

2
g22 − h3 − h4 − h11 + 2m12 (B.25)

∇ · f24 = −g18 −
1

2
h3 +

1

2
h11 + 2m18 (B.26)

∇ · f25 = g11 − g1 − g2 −
1

2
h2 − 2h4 − 4m2 + 2m19 (B.27)

∇ · f26 = −g1 − g2 − g10 − h2 − 4h4 − 2m15 (B.28)

∇ · f27 = 2g5 − 2g6 + 2g7 − 2g13 − 2g14 − g20 + 2g28 + 2g32 + 4m21 (B.29)

∇ · f28 = −g12 + 2g13 − g19 − 2g25 + g26 + 2m20 (B.30)

∇ · f29 =
1

2
g3 − g4 − g5 − g7 +

1

2
g8 + g13 +

1

2
g15 +

1

2
g20 − g29 + g30 − g33 + g34 + 2m21

(B.31)

∇ · f30 = g4 − g5 + g7 − g10 − g16 − g22 + g23 − g25 + g26 − g27 + 2m22 (B.32)

∇ · f31 =
1

2
g12 − g13 − g14 +

1

2
g15 +

1

2
g19 −

1

2
g23 − g24 + g25 + g27 + 2m23 (B.33)

∇ · f32 = −g7 +
1

2
g8 +

1

2
g10 +

1

2
g16 +

1

2
g22 − g23 + g24 + g25 − g26 + g27 + 2m24 (B.34)

∇ · f33 =
1

2
g3 − g5 + g6 −

1

2
g10 −

1

2
g16 −

1

2
g22 −

1

2
g23 + 2m25 (B.35)

and

∇f̂1 = g12+g19+g20 (B.36)

∇f̂2 = g10+g16+
1

2
g20+h2 (B.37)
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∇f̂3 =−g9+g11+g22 (B.38)

∇f̂4 = g15+g23−2g33 (B.39)

∇f̂5 =−g14+g24+g32+g34 (B.40)

∇f̂6 = g13+g25+g34+g35 (B.41)

∇f̂7 =−g4−g6−3g14+g26+g28−g29−g30+2g32+2g34 (B.42)

∇f̂8 =
1

2
(g3−g4−g6+g8−3g14+3g15+2g27+g28−g29+g30−g31+2g32−4g33+2g34)

(B.43)

where we have defined the ∇2RΘ2-terms

g1 = ∇kRilmn∇lΘkjΘmn g13 = Rilmn∇jΘmk∇lΘkn g25 = Rilmn∇j∇lΘkmΘkn

g2 = ∇kRilmn∇kΘmnΘlj g14 = Rilmn∇jΘkl∇mΘkn g26 = ∇i∇kΘmn∇j∇kΘmn

g3 = Rilmn∇lΘkj∇kΘmn g15 = Rilmn∇jΘkl∇kΘmn g27 = ∇i∇kΘmn∇j∇mΘnk

g4 = Rilmn∇lΘkj∇mΘkn g16 = Rklmn∇iΘmn∇kΘlj g28 = Rkijl∇mΘnk∇mΘnl

g5 = Rilmn∇kΘmj∇lΘkn g17 = Rklmn∇kΘli∇mΘnj g29 = Rkijl∇mΘnk∇nΘml

g6 = Rilmn∇kΘlj∇mΘkn g18 = Rklmn∇kΘmi∇lΘnj g30 = Rkijl∇kΘmn∇mΘnl (B.44)

g7 = Rilmn∇mΘkj∇nΘkl g19 = Rklmn∇iΘkl∇jΘmn g31 = Rkijl∇kΘmn∇lΘmn

g8 = Rilmn∇kΘlj∇kΘmn g20 = Rklmn∇i∇jΘklΘmn g32 = ∇mRkijl∇mΘnkΘnl

g9 = Rklmn∇iΘjl∇kΘmn g21 = Rilmn∇k∇lΘmnΘkj g33 = ∇mRkijl∇nΘmkΘnl

g10 = ∇iRklmn∇kΘljΘmn g22 = Rklmn∇i∇kΘmnΘlj g34 = ∇mRkijl∇kΘmnΘnl

g11 = ∇iRklmn∇kΘmnΘlj g23 = Rilmn∇j∇kΘmnΘkl g35 = ∇mRkijl∇kΘlnΘmn

g12 = ∇iRklmn∇jΘklΘmn g24 = Rilmn∇j∇mΘnkΘkl

the R2Θ2-terms

h1 = RipklRjpmnΘklΘmn h5 = RilmnRjlkpΘmkΘnp h9 = RkijpRklmnΘmnΘpl

h2 = RilmnRmnkpΘkpΘjl h6 = RikmpRjlnpΘklΘmn h10 = RklmiRklmn(Θ2)nj (B.45)

h3 = RilmnRmnkpΘklΘjp h7 = RilmnRjlmk(Θ
2)nk h11 = RklmnRklmpΘinΘjp

h4 = RilmnRklmpΘnpΘjk h8 = RilmnRjkmn(Θ2)lk

and the terms involving the dilaton

m1 = Rilmn∇kΦ∇jΘklΘmn m10 = Rilmn∇mΦ∇kΘljΘkn m19 = ∇kRilmn∇lΦ ΘkjΘmn

m2 = Rilmn∇kΦ∇lΘkjΘmn m11 = Rilmn∇mΦ∇kΘnjΘkl m20 = ∇kΦ∇i∇kΘmn∇jΘmn

m3 = Rilmn∇kΦ∇kΘmnΘlj m12 = Rklmn∇kΦ∇mΘniΘlj m21 = ∇kΦ∇i∇jΘmn∇mΘnk

m4 = Rilmn∇lΦ∇kΘmnΘkj m13 = Rklmn∇kΦ∇iΘmnΘlj m22 = ∇kΦ∇i∇kΘmn∇mΘnj

m5 = Rilmn∇mΦ∇jΘnkΘkl m14 = Rklmn∇kΦ∇iΘjlΘmn m23 = ∇kΦ∇i∇mΘnk∇jΘmn

m6 = Rilmn∇mΦ∇jΘklΘkn m15 = ∇kRilmn∇kΦ ΘmnΘlj m24 = ∇kΦ∇i∇mΘnk∇mΘnj

m7 = Rilmn∇mΦ∇lΘkjΘkn m16 = Rilmn∇kΦ∇lΘkmΘnj m25 = ∇kΦ∇i∇mΘnk∇nΘmj

m8 = Rilmn∇mΦ∇nΘkjΘkl m17 = Rilmn∇mΦ∇nΘlkΘkj

m9 = Rilmn∇mΦ∇lΘknΘkj m18 = Rklmn∇kΦ∇lΘmiΘnj (B.46)
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B.1 Additional identities

Contracting (A.6) with Θ and one covariant derivative, or the derivative of the dilaton, in

all possible ways gives the identities

0 = g12 − 4g13 − 2g14 + g15 + g19 , (B.47)

0 = 2g1 + g3 − 2g4 − 4g7 + 2g8 + 2g10 + g16 + 2g17 − 4g18 , (B.48)

0 = 2g1 + 2g3 − 4g5 + 2g6 + g8 − g16 + 2g17 − 4g18 , (B.49)

0 = f̂1 + f̂4 + 2f̂5 − 4f̂6 +∇iRklmnΘmnΘkl , (B.50)

0 = 2m4 + 2m12 −m13 + 4m16 + 4m18 + 2m19 , (B.51)

0 = 2m3 +m4 − 2m9 + 2m12 +m13 + 2m15 + 2m17 + 4m18 , (B.52)

0 = 2f14 + 2f18 + f19 − 4f20 − f22 + 2f23 + 4f24 − 2f26 , (B.53)

0 = f14 + 4f16 + 2f17 + 2f19 + f22 + 2f23 + 4f24 − 2f25 . (B.54)

The last two imply, using the previous ones, that m19 = m2 and

0 = g2 + g21 + g22 + h2 − 2h3 (B.55)

In addition we can derive the following identity

2h5 = 2RiklpRjkmnΘpmΘnl = −2∇l∇kki ×∇n∇kkjΘnl

= −2∇l(Rjknm∇kki × kmΘnl) +Rlnkm∇kki ×∇mkjΘnl +Rlnjm∇kki ×∇kkmΘnl

= ∇l(Rjknm∇kΘmiΘnl) +∇l(Rjknm∇mΘkiΘnl) +∇l(Rjknm∇iΘkmΘnl)

− 1

2
RklmnΘkl∇i∇jΘmn −RlnkmRmijpΘkpΘnl −

1

2
RklpiRjpmnΘklΘmn

= −1

2
∇ · f1 −∇ · f5 −∇ · f6 −

1

2
g20 +

1

2
h1 + h9 . (B.56)

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.

References
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Abstract
We show how so-called Yang–Baxter (YB) deformations of sigma models, 
based on an R-matrix solving the classical Yang–Baxter equation  (CYBE), 
give rise to marginal current–current deformations when applied to the Wess–
Zumino–Witten (WZW) model. For non-compact groups these marginal 
deformations are more general than the ones usually considered, since they 
can involve a non-Abelian current subalgebra. We classify such deformations 
of the AdS3 × S3 string.

Keywords: Wess–Zumino–Witten model, marginal deformations, string on 
AdS(3), classical Yang–Baxter equation

1. Introduction

Conformal field theories (CFTs) in two dimensions are of interest for various areas of physics, 
from condensed matter physics to string theory. In string theory they naturally arise on the 
worldsheet of the string. In the context of holographic duality, certain two-dimensional CFTs 
are also known to be dual to string theories on three-dimensional anti de Sitter spacetimes 
[1–3]. An important instance of the AdS3/CFT2 duality is obtained by studying string theory 
on AdS3 × S3 × T4. In the case of pure NSNS flux the string is described by a Wess–Zumino–
Witten (WZW) model on the group F = SL(2,R)× SU(2), see [4–6] and references there. We 
will be interested mainly in this setup. The CFT description of the worldsheet theory allows to 
make precise statements about the AdS/CFT duality in this case. A recent example is the dual-
ity between the symmetric product orbifold CFT and the string WZW model at level k  =  1 [7].

Generally speaking it is interesting to understand the conformal manifold of a CFT, i.e. the 
space of marginal deformations generated by adding a local perturbation to the Lagrangian. 
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When applied to the WZW model under study, the marginal deformations correspond to 
deformations of the supergravity background. They give us (at least in principle) a way to go 
beyond the usual AdS3/CFT2 duality and extend it to cases in which e.g. the supersymmetry 
or the conformal symmetry of the dual CFT2 are broken. Local marginal deformations of 
WZW models were studied by Chaudhuri and Schwartz (CS) [8]. They found that a necessary 
condition for local operators constructed out of the chiral and antichiral currents as

O(σ, σ̄) = cabJa(σ)J̄b(σ̄), (1.1)

with cab some constant coefficients, to give a marginal deformation is that cab satisfy

C · C + C̄ · C̄ = 0, (1.2)

where we have defined Cabc ≡ cdacebf c
de , and C̄abc ≡ cadcbef c

de , and the product is obtained 
using the Killing metric Kab, e.g. C · C ≡ CabcCdef KadKbeKcf . Equation (1.2) is quartic in cab, 
and it involves also the structure constants of the algebra of F, the Lie group of the WZW 
model. We will call it the weak CS condition. CS were interested in the case of CFTs where 
the group F is compact. In that case (1.2) reduces to

Cabc = 0, and C̄abc = 0, (1.3)

which is an equation quadratic in cab that we will call the strong CS condition. It imposes, in 
fact, a stronger constraint, since it is only in the case of compact groups that it is equivalent to 
(1.2). CS also showed that solutions of the strong condition correspond to Abelian subalgebras 
of Lie(F), since when (1.3) holds it is always possible to identify linear combinations of Ja, J̄a 
such that their OPEs do not have the term involving the structure constants—the so-called ‘no 
simple-pole condition’, see (2.16). In that case the correlation functions of O are the same as 
for an O constructed out of free bosons, which in turn implies that the deformation can be 
completed to all orders in conformal perturbation theory in the deformation parameter. For 
deformations satisfying only the weak CS condition on the other hand there is no guarantee 
that they remain marginal beyond lowest order in the deformation parameter. In the literature 
on marginal deformations of WZW models, see e.g. [9–18], we did not find examples that 
satisfy the weak CS condition but not the strong one. Here we will construct such examples by 
involving sufficient components of the chiral and antichiral currents of SL(2,R). In this sense 
our results identify new directions to explore the conformal manifold.

In [10, 11, 19] it was argued that O(d, d) transformations provides the correct language to 
obtain the exact (in the deformation parameter) version of the CFTs deformed by the Abelian 
current–current operators. Indeed, such transformations do not break the isometries involved 
in the deformation and one can show that the derivative of the action with respect to the defor-
mation parameter is given by

dS
dη

= −T
2

∫
d2σ Jη J̄η , (1.4)

where Jη and J̄η are (anti)chiral currents of the deformed theory corresponding to the isome-
tries involved in the deformation. This makes it clear that the infinitesimal deformation can be 
integrated to a finite one. The relevant so-called β-shifts of O(d, d), corresponding to a simple 
shift of the B-field of the dual model obtained by performing T-duality on two U(1) isometries, 
are also known as TsT (T-duality, shift, T-duality) transformations [20–23]. A TsT transforma-
tion exploits an Abelian U(1)2 global symmetry of the sigma model to construct a deformation 
parameterised by a continuous deformation parameter. Since the deformation is constructed 
by exploiting T-duality, on-shell the deformed model is equivalent to the undeformed one, and 

R Borsato and L Wulff J. Phys. A: Math. Theor. 52 (2019) 225401



3

the deformation can be equivalently understood as a twist in the boundary conditions in the 
compact direction of the worldsheet.

TsT transformations are known to belong to a larger class of deformations of sigma mod-
els, usually called Yang–Baxter (YB) deformations. They first appeared in the context of inte-
grable models, since the deformations do not break the classical integrability of the original 
model [24–26]. YB deformations are particularly interesting in the context of the AdS/CFT 
correspondence, since they can be used to generate string backgrounds deforming the stand-
ard ones appearing in the AdSd+1/CFTd dualities. Particularly important cases are those for 
which integrability techniques may be applied. In the case of AdS5/CFT4 it was proposed 
that the deformations of the AdS5 × S5 background should correspond to non-commutative 
deformations of N = 4 super Yang–Mills [27–30]. The name YB comes from the fact that the 
deformation is controlled by an object R which is an element of g ∧ g (where g is the alge-
bra of isometries of the starting background) and solves the classical Yang–Baxter equation4 
(CYBE) on g. The simplest solutions to the CYBE are the so-called Abelian R-matrices, e.g. 
R = T1 ∧ T2 with Ti ∈ g and [T1, T2] = 0. In this case the CYBE is trivially satisfied because 
the relevant structure constants vanish. Abelian YB deformations were shown to be equiva-
lent to TsT transformations in [31]. On compact algebras, the CYBE only admits Abelian 
solutions. On non-compact algebras, instead, more interesting non-Abelian solutions (i.e. 
R-matrices constructed out of generators of a non-Abelian subalgebra) are possible.

Originally, in the construction of the YB-deformed sigma models, the CYBE was necessary 
in order to preserve the classical integrability. Later it was understood that YB deformations 
may be obtained from non-Abelian T-duality (NATD) [32, 33]. That interpretation revealed a 
consistent generalisation of what is known about TsT transformations, since it became clear 
that YB deformations correspond to a shift of the B-field of the dual (undeformed) sigma 
model; the deformed model is then obtained by applying NATD on the subalgebra of g where 
R is non-degenerate. After restricting the domain, R may be inverted and its inverse R−1 is a 
Lie algebra 2-cocycle. The shift of the dual B-field is given by this 2-cocycle. In other words, 
it is possible to go beyond the construction related to integrable models, and understand the 
CYBE as being a constraint necessary to shift the dual B-field without modifying its field 
strength H = dB. Consistently with this interpretation, in [34, 35] it was proposed to iden-
tify YB deformations with the β-shifts of a larger group extending the known O(d, d) group 
of Abelian T-duality, that in [34] was dubbed ‘non-Abelian T-duality group’. The logic of 
NATD/β-shifts may be used to construct YB deformations of generic sigma models [34–36], 
beyond those for which YB deformations were first introduced, the Principal Chiral Model 
and (super)cosets5. Here we will use the transformation rules of [36], which were derived 
from the NATD construction and have the advantage of being applicable to a generic back-
ground with isometries (even when the initial G  −  B is not invertible, as is the case for the 
background metric and Kalb–Ramond field that we have to consider in this paper).

Because of their realization via NATD, YB models will be Weyl invariant at least to one 
loop in σ–model perturbation theory (and exactly in the deformation parameter), provided 
that the Lie algebra on which the R-matrix is non-trivial is unimodular (i.e. the trace of its 
structure constants vanish). In this case the deformed background solves the standard super-
gravity equations of motion. When the algebra is not unimodular there is a potential Weyl 
anomaly [38, 39]. In that case the resulting background solves instead a generalization of the 
standard supergravity equations [40, 41] controlled by a Killing vector field K. Even in these 

4 There is also a version of these models where R solves instead the modified CYBE [24, 25]. The story in that case 
is quite different and we will not consider it here.
5 Bakhmatov et al [37] put forward a first proposal for a set of transformation rules to go beyond these cases.
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non-unimodular cases, it can happen that there is actually no Weyl anomaly. This is reflected 
in the fact that the generalized supergravity equations can have ‘trivial’ solutions, i.e. solu-
tions with K �= 0 but where nevertheless the other fields solve the standard supergravity equa-
tions [42]. In [42] it was shown that this can happen if K is null. In appendix E we show that 
this condition can be weakened and K does not have to be null if the one-form X  appearing in 
the generalized supergravity equations takes the form X = dφ+ K̃ with φ the dilaton and K̃  
another Killing vector. We will see that YB deformations of the AdS3 × S3 WZW model give 
rise also to ‘trivial’ solutions, both ones with K2  =  0 and with K2 �= 0. We will also find some 
examples with a genuine anomaly, corresponding to K not being null (and K̃  not defining a 
Killing vector).

As we will discuss in more detail in section 3, at leading order in the deformation parameter 
YB deformations correspond to current–current deformations. We are therefore led to study 
YB deformations of strings on backgrounds containing an AdS3 subspace, expecting to find 
marginal deformations of the corresponding WZW model. Particularly interesting for us are 
the deformations that do not solve the strong version of the CS condition, but only the weak 
one. We will construct explicitly such examples. Such possibilities are allowed because we 
exploit also the non-compact part of the current algebra to generate the deformations.

The paper is organised as follows. In section  2 we review some aspects of the 
SL(2,R)× SU(2) WZW model and of marginal current–current deformations that are impor-
tant for our discussion. In section 3 we review the transformation rules of YB deformations 
and explain in which cases we can understand them as compositions of simpler YB transfor-
mations. We will also explain the connection to the marginal current–current deformations. 
Using the classification of R-matrices in appendix C, we later study deformations of AdS3 and 
AdS3 × S3. We give our conclusions in section 4. Appendix A collects some details on the 
field redefinition used in section 3, and appendix B discusses the on-shell equivalence of the 
YB models to the undeformed ones. In appendix D we consider the case of the sl3 algebra, 
which is separate from the rest of the paper. In appendix E we extend the triviality condition 
of [42].

2. Wess–Zumino–Witten model and marginal current–current deformations

In this section we review certain aspects of WZW models and their marginal current–current 
deformations. Although the discussion can be made general, for concreteness we will take the 
example of the SL(2,R)× SU(2) WZW model, since it is important for string theory applica-
tions and it already contains all the salient features.

2.1. The AdS3 × S3 sigma model

We start with a sigma model describing the propagation of a string in AdS3 × S3, that can be 
viewed (after adding four free bosons) as the bosonic sector of the superstring . The sigma 
model action is6

S =
k

2π

∫
d2σ

(
−∂x−∂̄x+ + ∂z∂̄z

z2 +
1
4
∂φi∂̄φi +

1
2
∂φ2∂̄φ1 sinφ3

)
. (2.1)

6 We work with a Lorentzian worldsheet and we introduce worldsheet coordinates σ± = σ0 ± σ1, so that 
η+− = η−+ = −2, ε+− = −ε−+ = −2 and d2σ = 1

2 dσ+dσ−. We also use the standard notation σ, σ̄ in place of 
σ+,σ−, as well as ∂ = ∂σ , ∂̄ = ∂σ̄.

R Borsato and L Wulff J. Phys. A: Math. Theor. 52 (2019) 225401



5

Here we are considering the pure NSNS background, and k will be the level of the WZW 
model. The string tension is T = k/π, and the metric and B-field appearing in the sigma model 

action follow from S = T
∫

d2σ L = T
2

∫
d2σ ∂xm(Gmn − Bmn)∂̄xn and are7

ds2 = ds2
AdS3

+ ds2
S3 =

−dx+dx− + dz2

z2 +
1
4
[
dφ2

3 + cos2 φ3dφ2
1 + (dφ2 + sinφ3dφ1)

2] ,

B =
dx+ ∧ dx−

2z2 − 1
4
sinφ3dφ1 ∧ dφ2.

 (2.2)

AdS3 is parameterised by the boundary coordinates x± and the radial coordinate z, while the 
angles φi parameterise the sphere. The AdS3 metric admits the following Killing vectors

km
0 ∂m = x+∂x+ +

1
2

z∂z, km
+∂m = ∂x+ , km

−∂m = −(x+)2∂x+ − z2∂x− − x+z∂z,

k̄m
0 ∂m = −x−∂x− − 1

2
z∂z, k̄m

−∂m = ∂x− , k̄m
+∂m = −(x−)2∂x− − z2∂x+ − x−z∂z.

 (2.3)
They satisfy [km

a ∂m, kn
b∂n] = −f c

ab k p
c ∂p (and similarly for k̄a), where f c

ab  are the structure con-
stants of the algebra of SL(2,R)

[S0, S±] = ±S±, [S+, S−] = 2S0. (2.4)

In these formulas and in the following we use a bar to distinguish the right copy of the algebra 
from the left copy8. For the sphere we have two copies of SU(2), whose algebra is generated 
by Ta (a = 1, 2, 3) with commutation relations [Ta, Tb] = −εabcTc. We will not write explicitly 
all Killing vectors of S3 since we will not need them. For our purposes it will be enough to use 
the two commuting Killing vectors

k1 = −∂φ1 and k̄2 = ∂φ2 . (2.5)

The sigma-model action is invariant under the transformations generated by the above 
Killing vectors, although in certain cases the B-field is not invariant but changes by a total 
derivative. Therefore in general the corresponding Noether currents are given by

JA,± = km
A (Gmn ± Bmn)∂±xn + jA,±, (2.6)

where jA,± is defined by looking at the variation of the Lagrangian δAL = ε∂ijiA under the 
infinitesimal global transformation. Because of our choice of gauge, in the AdS3 part only 

ji− and j̄i+ are non-zero, and we also have ji1 = j̄i2 = 0. In the following we will ignore the 
transformations generated by S−, S̄+, since for our discussion it will be enough to focus on the 
(maximal solvable) subalgebra generated by

S0, S+, S̄0, S̄−, T1, T̄2. (2.7)

All Noether currents that we will need to consider will therefore have jA,± = 0. Let us antici-
pate that these Noether currents are not always equal to the chiral (resp. antichiral) currents 
of the WZW description, which we shall denote by J (resp. J̄) and write explicitly in the next 
subsection. They agree up to ‘improvement terms’ that do not spoil the current conservation, 
of the type εij∂jc for some c. Restricting to the generators in (2.7), for AdS3 we have

7 In our conventions B = 1
2 Bnmdxm ∧ dxn.

8 We will interchangeably place the bar on an object or on its index, in other words k̄a or kā have the same meaning. 
For readability sometimes we will prefer the former.
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J0,+ = J0 −
1
2
∂ log z, J0,− = +

1
2
∂̄ log z, J+,+ = J+, J+,− = 0,

J̄0,− = J̄0 +
1
2
∂̄ log z, J̄0,+ = −1

2
∂ log z, J̄−,− = J̄−, J̄−,+ = 0,

 (2.8)
while for S3

J1,+ = J1 +
1
4
∂φ1, J1,− = −1

4
∂̄φ1,

J̄2,− = J̄2 −
1
4
∂̄φ2, J̄2,+ =

1
4
∂φ2.

 
(2.9)

This fact will later play an important role in our discussion.

2.2. The SL(2,R)× SU(2) WZW model

The action of the WZW model is SWZW = S1 + kΓ where k is the level and

S1[g] =
k

4π

∫

∂B
d2σTr(∂ig−1∂ig), Γ[g] = − 1

6π

∫

B
d3σεijkTr(g−1∂igg−1∂jgg−1∂kg). (2.10)

Here g is an element of a group G, depending on coordinates on B, whose boundary ∂B is the 
worldsheet of the string. In the following we will take the action9 SWZW[ga]− SWZW[gs] with

ga = ex+S+z2S0 e−x−S− ∈ SL(2,R), gs = eφ1T1 eφ3T3 eφ2T2 ∈ SU(2). (2.11)

We realise the generators of the algebra of SL(2,R) in terms of the Pauli matrices as S0 = σ3/2, 
S+ = (σ1 + iσ2)/2, S− = (σ1 − iσ2)/2, and similarly for SU(2) we take Ta = i

2σa. The Killing 
form is related to the trace in this representation as Kab = f d

ac f c
bd = 4Tr(SaSb), and similarly 

for Ta. We will use the bilinear form induced by the trace, rather than the Killing form, to raise 
and lower algebra indices.

The equations of motion for the action SWZW[g] imply chirality for the current J = ∂gg−1, 
and equivalently antichirality for the current J̄ = −g−1∂̄g, i.e. ∂̄J = 0, ∂J̄ = 0. We decom-
pose the currents as J = JaSa for AdS3 and J = JaTa for S3, and similarly for J̄, where 
S0 = 2S0, S± = S∓ and Ta = −2Ta. Thanks to these definitions the component Ja of the chi-
ral current corresponds to the action of the generator Sa (or Ta in the case of the sphere) from 
the left, while the component J̄a of the antichiral current corresponds to the action of the 
same generator from the right. The same holds for the corresponding Killing vectors ka and 
k̄a. In particular we have km

a ∂mga = +Saga, k̄m
a ∂mga = −gaSa for AdS and km

1 ∂mgs = −T1gs, 
k̄m

2 ∂mgs = +gsT2 for the sphere10. In our parameterisation the components of the SL(2) cur-
rents read

J0 =
z∂z − x+∂x−

z2 , J− =
x+(x+∂x− − 2z∂z)

z2 + ∂x+, J+ = −∂x−

z2 ,

J̄0 = − z∂̄z − x−∂̄x+

z2 , J̄+ =
x−(x−∂̄x+ − 2z∂̄z)

z2 + ∂̄x−, J̄− = − ∂̄x+

z2 ,

 

(2.12)

9 The relative minus sign is needed to get the correct sign in front of the S3 metric. In the supersymmetric case it is 
naturally accounted for by the supertrace.
10 The relative minus sign between AdS3 and S3 is again related to the fact that we are not using the supertrace in the 
action and in order to define the components of the currents.
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while for the SU(2) currents we have

J1 =
1
2
(−∂φ1 − s3∂φ2), J2 =

1
2
(−c1c3∂φ2 − s1∂φ3), J3 =

1
2
(−c1∂φ3 + c3s1∂φ2),

J̄2 =
1
2
(+∂̄φ2 + s3∂̄φ1), J̄1 =

1
2
(+c2c3∂̄φ1 + s2∂̄φ3), J̄3 =

1
2
(+c2∂̄φ3 − c3s2∂̄φ1),

 (2.13)
where we use the shorthand notation si = sinφi, ci = cosφi. The (anti)chiral currents appear 
also when computing the Noether currents from the action SWZW = S1 + kΓ. In fact, invari-
ance of the WZW action under left transformations g → (1 + εL + . . .)g implies the conser-
vation of the Noether current J i = 1

4 (η
ij − εij)∂jgg−1 which is related to the chiral current as

J = (J+, J−) = (J, 0). (2.14)

Similarly, from the right transformations g → g(1 + εR + . . .) one finds the Noether current 
J̄ i = − 1

4 (η
ij + εij)g−1∂jg related to the antichiral current as

J̄ = (J̄+, J̄−) = (0, J̄). (2.15)

Conservation of the Noether current ∂iJ i = 0 (respectively ∂iJ̄ i = 0) implies chirality of 
J (respectively antichirality of J̄). As we have already pointed out, in general these Noether 
currents are not the same as those of the sigma model description, which we denoted by J .

2.3. Marginal deformations

In [8] Chaudhuri and Schwartz considered two-dimensional CFTs with Ja, J̄a satisfying cur-
rent algebra relations11

Ja(σ)Jb(σ′) ∼ i δb
a

2k(σ − σ′)2 +
if b

ac Jc

2k(σ − σ′)
,

J̄a(σ̄)J̄b(σ̄′) ∼ i δb
a

2k(σ̄ − σ̄′)2 +
if b

ac J̄c

2k(σ̄ − σ̄′)
,

 
(2.16)

where we use  ∼  since we are omitting regular terms and f c
ab  are structure constants of a Lie 

algebra f. The authors of [8] were interested in exploring the space of marginal deformations 
induced by dimension (1, 1) operators of the type

gO(σ, σ̄) = gcabJa(σ)J̄b(σ̄), (2.17)

where cab are constant coefficients. The above operator is ‘integrably’ or exactly marginal (i.e. 
can be completed to all orders in conformal perturbation theory in g) if it has no anomalous 
dimension, and they found that a necessary condition for this to hold is that

CabcCdef KadKbeKcf + C̄abcC̄def KadKbeKcf = 0, (2.18)

where Kab is the Killing form and we have defined

Cabc ≡ cdacebf c
de , C̄abc ≡ cadcbef c

de . (2.19)

We will call (2.18) the weak Chaudhuri–Schwartz (CS) condition. Chaudhuri–Schwartz [8] 
considered only the case of compact algebras, meaning that the Killing form Kab is negative 

11 Since we are not normalising the currents with an explicit k and we raise/lower indices with the bilinear form 
induced by the trace, as opposed to the Killing form, certain factors differ from [8].
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definite and can be taken to be diagonal. In this case (2.18) becomes a sum of squares of Cabc 
and C̄abc, and it holds if and only if

Cabc = 0, and C̄abc = 0. (2.20)

We will call (2.20) the strong CS condition, because it is a stronger constraint in the case of 
non-compact algebras. In [8] it was also shown that the strong condition is equivalent to being 
able to rewrite

O(σ, σ̄) = c̃abJ̃a(σ)
˜̄Jb(σ̄), (2.21)

where J̃a(σ), ˜̄Jb(σ̄) are linear combinations of the original Ja(σ), J̄b(σ̄) such that

J̃a(σ)J̃b(σ′) ∼ i δb
a

2k(σ − σ′)2 , ˜̄Ja(σ̄)
˜̄Jb(σ̄′) ∼ i δb

a

2k(σ̄ − σ̄′)2 , (2.22)

i.e. the structure constants for this particular set of currents vanish. The absence of a simple 
pole in these OPEs means that they are the same as similar ones for free bosons, which in turn 
means that the β-function for the deformation parameter g vanishes and the deformation is 
exactly marginal. In other words, deformations corresponding to Abelian subalgebras, which 
is the only possibility in the compact case, are exactly marginal. When the Lie algebra f is 
non-compact it is possible to find deformations that satisfy only the weak CS condition, as we 
will see. A priori they are not guaranteed to be marginal beyond lowest order, and indeed we 
will find both examples which are and those which are not.

In fact a sufficient condition on cab such that the weak CS (2.18) holds is that the coeffi-
cients cab identify two solvable subalgebras of f (one corresponding to Ja and one to J̄b). This 
follows directly from Cartan’s criterion for a solvable Lie algebra h

h solvable ⇐⇒ Tr(ab) = 0, ∀a ∈ h, b ∈ [h, h]. (2.23)

If we are in such a situation then the two terms in (2.18) separately vanish because

CabcCdef Kcf = 0, C̄abcC̄def Kcf = 0. (2.24)

In the case of the SL(2,R)× SU(2) WZW model, we may for example identify the two solv-
able subalgebras generated by {S0, S+, T1} and {S̄0, S̄−, T̄2}. Then if we call Ya ≡ {J0, J+, J1} 
and Ȳa = {J̄0, J̄−, J̄2} the list of the corresponding (anti)chiral currents, an operator

O(σ, σ̄) = cabYa(σ)Ȳb(σ̄), (2.25)

will be marginal to lowest order for generic coefficients cab. Notice that generically cab will 
not solve the strong CS condition (2.20).

All the solutions to the weak CS condition that we will generate from the CYBE on 
g = fL ⊕ fR = sl(2,R)L ⊕ su(2)L ⊕ sl(2,R)R ⊕ su(2)R  will be of this type. Indeed to solve 
the CYBE it is enough to look at the subalgebra generated by {S0, S+, T1, S̄0, S̄−, T̄2}. When 
they come from the YB construction, the coefficients cab will obviously not be generic, and 
we will relate them to certain components of the R-matrix, see the discussion at the end of 
section 3.2. The YB construction has the advantage of giving a way to go beyond the infini-
tesimal deformation driven by O(σ, σ̄), and gives a sigma-model action that is exact in the 
deformation parameter.

As we have argued, we expect the CYBE to give solutions to the weak CS condition in 
more generic situations. In appendix D we discuss a solution of the CYBE that provides coef-
ficients cab that solve the weak CS condition without identifying solvable subalgebras.
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3. Yang–Baxter and current–current deformations

3.1. Yang–Baxter deformations

We now review the transformation rules for the target space fields for YB deformations derived 
in [36]. Given an initial sigma model with metric and Kalb–Ramond fields Gmn, Bmn, the back-
ground of the YB deformed model is given by

G̃ − B̃ = (G − B)[1 + ηΘ(G − B)]−1, (3.1)

where for simplicity we are suppressing all spacetime indices. Here Θmn = km
A RABkn

B is a ten-
sor constructed out of the Killing vectors km

A  and of RAB, which is a solution to the CYBE on 
the Lie algebra g

RD[AR|E|Bf C]
DE = 0. (3.2)

In our case g = fL ⊕ fR is the sum of a left and a right copy of f = sl(2)⊕ su(2), and G, B 
were given in section 2.1. The derivation of [36] assumes that the B-field is invariant under the 
isometries used in the deformation, i.e. the ones appearing in Θ. This is ensured by picking 
the form of B in section 2.1 and using only the isometries generated by (2.7), which is enough 
to generate any Yang–Baxter deformation (see appendix C).

The deformation produces also a shift of the dilaton calculated from the determinant12

e−2Φ̃ = e−2Φ det[1 + ηΘ(G − B)], (3.3)

where Φ is the dilaton of the original background (in our case Φ = 0). In general YB back-
grounds are solutions to the equations of generalised supergravity [40, 41], so that in addition 
to the usual fields one may have also a vector K computed as13

Km = −η

2
RABf C

ABkm
C , (3.4)

which is a Killing vector of the YB background ∇(mKn) = 0. For such generalised supergrav-
ity solutions the role of (the derivative of) the dilaton is replaced by the vector14

Xm = ∂mΦ̃− BmnKn. (3.5)

When Km vanishes one goes back to a standard supergravity solution. From (3.4) the relation 
to the unimodularity condition of [43] is manifest. There exist also so-called ‘trivial solu-
tions’ of generalised supergravity [42], i.e. when K does not vanish but it decouples from the 
equations. A trivial solution is therefore both a solution of the generalised and the standard 
supergravity equations. Later we will encounter examples of this type.

Let us comment on the fact that the YB transformations constructed in [36] were derived 
by assuming a group of left isometries for the sigma model. This is necessary in order to apply 
the NATD construction and twist the model with the corresponding Killing vectors kA. The 

12 In the supersymmetric case the determinant is replaced by the superdeterminant.
13 Equation (3.4) may be obtained from the formula derived in [36] (i.e. Km = ηΘmnnn = ηkm

A RABnB with nA = f B
AB) 

after using the identity RABf C
AB = −2f A

ABRBC, which is a consequence of the CYBE. It is also easy to check that 

(3.4) agrees with Km = η∇(0)
n Θmn proposed in [30], where ∇(0)

n  is the covariant derivative of the original un-
deformed background. Indeed, using first the Killing equation for km

A  and then the anti-symmetry of R, we have 

∇(0)
m Θmn = km

A RAB∇(0)
m kn

B = RABkm
A∂mkn

B. Knowing that Killing vectors satisfy [km
A∂m, kn

B∂n] = −f C
AB k p

C∂p we obtain 
again (3.4).
14 This expression applies in a gauge where B is invariant under the isometry generated by K, LKB = 0. Here we 
stick with the original notation of [41]. In [36] and [42] Xm was used instead, but there is a risk of confusing it with 
Xm = Xm + Km of [41].
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isometries that we will exploit here to deform AdS3 × S3, corresponding to the generators in 
(2.7), belong both to the left and to the right copy of the symmetry group of the WZW model. 
The reason why we can apply the above rules of YB transformations is that the corresponding 
sigma model may be constructed as a coset on SO(2, 2)/SO(1, 2)× SO(4)/SO(3) with a WZ 
term. For example, focusing on AdS3, we may relate the generators of sl(2,R) to those of the 
conformal algebra as

S0 = +
1
2
(D − J01), S+ = p+, S− = k−,

S̄0 = −1
2
(D + J01), S̄+ = k+, S̄− = p−,

 
(3.6)

where e.g. p± = 1
2 ( p0 ± p1). Then we obtain the wanted sigma model action from 

S = k
2π

∫
d2σTr[g−1∂g(P + b)g−1∂̄g] where g = exp(x+p+ + x−p−) exp(D log z), P proj-

ects on the generators of the coset pi − ki and D, and finally b( p± − k±) = ±( p± − k±) 
produces the B-field. In this formulation the isometries that we want to exploit, generated by 
S0, S+, S̄0, S̄−, act from the left as g → hg and leave also the B-field invariant.

For later convenience, let us say at this point that it is easy to check that when an R-matrix 
is given by the sum of two R-matrices, the corresponding background can be understood as 
the composition of two successive YB transformations. This is easily seen using the following 
identity valid when Θ = Θ1 +Θ2

[1 + ηΘ1(G − B)]−1 [1 + ηΘ2(G − B)[1 + ηΘ1(G − B)]−1]−1
= [1 + ηΘ(G − B)]−1, (3.7)

which holds without assuming any property15 for Θi, neither antisymmetry nor CYBE. Thanks 
to this formula it is straightforward to argue that the background metric and B-field of a YB 
deformation generated by Θ = Θ1 +Θ2  are equivalent to those coming from the composition 
of two successive deformations, e.g. first one generated by Θ1 and then one generated by Θ2 
(or vice versa). The same holds for the transformation rule of the dilaton, and of the vector 
K, which is linear in Θ (or equivalently R). Obviously, the interpretation as YB deformations 
in the intermediate steps will be possible only if Θ1, Θ2 separately solve the CYBE, and if 
the isometries needed to implement the second deformation are not broken by the first one. 
In this case we will say that Θ is ‘decomposable’. Apart from these subtleties, it will often 
prove useful to interpret a deformation generated by Θ = Θ1 +Θ2  as a composition of two 
transformations.

Later we will encounter examples in which Θ1 generates the undeformed background 
up to a (η-dependent) field redefinition. In this case one can say that Θ = Θ1 +Θ2  is 
equivalent to the YB deformation generated by Θ2 alone only if the field redefinition 
xm → xm(x′) = x′m + ηf m(x′) needed to trivialise Θ1 is compatible with Θ2. It is easy to con-
vince oneself that the necessary compatibility condition is

A−1Θ2(x′m + ηf m(x′))A−T = Θ2(x′m), (3.8)

where Am
n = ∂xm

∂x′n , and we are writing the explicit dependence of Θ2 on the coordinates.

3.2. Relation to marginal current–current deformations

Before discussing YB deformations of AdS3 × S3, let us make a simple observation: at lead-
ing order in the deformation parameter, the YB deformation is of the form JJ , where J  are 

15 Obviously we need to assume invertibility of the above operators.
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the Noether currents of the sigma model. This is straightforwardly checked by expanding 

the sigma model action S = T
2

∫
d2σ ∂xm(G̃mn − B̃mn)∂̄xn to lowest order in the deformation 

parameter16

S = S0 − η
T
2

∫
d2σ RABJA+JB− +O(η2). (3.9)

While this is true for a generic sigma model, this observation is particularly interesting when 
the original sigma model is related to a WZW model. If the Noether currents JAi coincided 
with the chiral Noether currents of the WZW model JAi = {Jai, J̄ai}, then we would auto-
matically obtain a current–current deformation of the type JJ̄. In fact, from (2.14) and (2.15) 
one immediately finds that17 

∫
d2σ εij RBAJAiJBj = 4

∫
d2σ Rab̄JaJ̄b̄. As we have seen, 

though, in general J i
A = J i

A + εij∂jcA, and the discussion is more subtle because (3.9) will 
contain additional terms together with the wanted JJ̄ ones. We are about to show that for 
YB deformations of the AdS3 × S3 sigma model these additional terms can be removed by 
proper field redefinitions. We can therefore relate YB deformations to the deformations of the 
type cabJaJ̄b  considered by CS. From this discussion it is also clear that we should identify 
the coefficients cab of CS with an ‘off-diagonal’ block of the R-matrix. More explicitly, since 
R ∈ g ∧ g we are solving the CYBE on an algebra which is the sum of a left and a right copy 
g = fL ⊕ fR, the R-matrix can be decomposed as

R =

(
RLL RLR

RRL RRR

)
 (3.10)

with RT
LL = −RLL, RT

RR = −RRR and RT
LR = −RRL. The relation to the coefficients of CS is 

therefore cab = Rab
LR . We can therefore generate solutions to the (weak) CS condition from solu-

tions of the CYBE, and we will find several non-trivial examples in the following. Obviously 
Abelian R-matrices (R = a ∧ b, [a, b] = 0) will give solutions of the strong CS condition. 
When dealing with non-compact algebras the CYBE allows also for solutions that are not 
of the Abelian type. Some of them will give coefficients cab that do not solve the strong CS 
condition. They all solve the weak CS condition as already explained at the end of section 2.3.

It would be very interesting to understand more deeply the relation between the space of 
solutions of the CYBE (3.2) and the weak CS condition (2.18) in the case of a generic alge-
bra g = fL ⊕ fR. It is interesting to notice that in order to solve the CYBE one may need also 
components of the diagonal blocks RLL and RRR, while in the weak CS condition these will 
not enter. In fact, given Rab̄

LR = cab̄  and taking the CYBE on mixed left/right indices (where 
we use an explicit bar for indices of the right copy of the algebra), one gets for example 
cdāRebf c

de + cbd̄ccēf ā
d̄ē + Rdcceāf b

de = 0. Depending on the coefficients cab̄ one may also need 
non-vanishing left-left Rab components in order to solve this equation18, but the CS condition 
is not sensitive to them.

Let us also comment that, differently from what was claimed in [44], the strong CS condi-
tion (2.20) is not the CYBE, not even when one further imposes the unimodularity condition 
(and in fact our R9 in table 3 is a counter example to that claim).

16 Recall that we are restricting to the case when the isometries used to construct the deformation leave not just the 
action but also the Lagrangian invariant, so that j Ai  =  0. This was the assumption also in the derivation done in [36].
17 Notice that the R-matrix may have also non-vanishing components with both indices in the left (or both in the 
right) copy of the algebra, but these will not contribute in the final expression, and the contributions coupling cur-
rents with the same chirality cancel out.
18 Such an example is given by the fourth R-matrix in table 1.
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3.3. Field redefinition

In order to display the current–current structure of the deformed model it is convenient to 
write the Lagrangian in the form

L = L0 −
1
2
ηJA+[(1 + ηRM)−1R]ABJB−,

 (3.11)
where L0 is the undeformed Lagrangian and MAB = km

A kn
B(G − B)mn. This follows directly 

from the form of G̃ − B̃ in (3.1) and the definition of the Noether currents in (2.6) upon recall-
ing that we will pick R so that the last term in J  does not contribute. To compare this to the 
discussion of current–current deformations of the WZW model we need to perform a field 
redefinition that replaces the Noether currents in the above expression with the chiral cur-
rents19. In appendix A we find such a field redefinition for a general deformation specifying to 
AdS3 × S3 for concreteness. Here we will just say that for all deformations that we consider 
we find that the Lagrangian can be written in the form

L = L0 −
1
2
ηĴa[(1 + ηRM′)−1R]aāˆ̄Jā, (3.12)

where M′ is a shorthand for M after the field redefinition. Ĵa, ˆ̄Jā are modifications of the chiral 
currents of the undeformed WZW model. Their explicit form is given in (A.25) for deforma-
tions of AdS3, and in section 3.5 for deformations of AdS3 × S3.

At leading order in η the above Lagrangian becomes

L = L0 −
1
2
ηJaRaāJ̄ā +O(η2), (3.13)

so that the comparison to the current–current deformations considered by CS is now manifest.

3.4. YB deformations of AdS3

Let us start by looking at YB deformations that deform only AdS3. We will start with the 
simplest ones which are TsT-transformations. They come from the Abelian R-matrices of 
sl(2, )L ⊕ sl(2, )R which (up to automorphisms) are20,21

S+ ∧ S̄−, S0 ∧ S̄0, S+ ∧ S̄0. (3.14)

For the first one we obtain, from (3.1) and (3.3), the supergravity background of a deformation 
of AdS3 × S3 × T4

ds2 = −dx+dx−

z2 − η
+

dz2

z2 + ds2
S3 + ds2

T4 ,

B =
dx+ ∧ dx−

2(z2 − η)
− 1

4
sinφ3dφ1 ∧ dφ2, e−2Φ̃ = 1 − η

z2 .
 

(3.15)

In this case the isometries involved in the deformation procedure correspond to Noether cur-
rents that agree with the (anti)chiral currents, see (2.8). We therefore automatically get that to 

19 It is actually enough to look at the lowest order in η if we are considering infinitesimal deformations. The action 
written in terms of the Noether currents as in (3.11) was given also in [44] but the rewriting in terms of the chiral 
currents is missing there.
20 From now on we will use the components RAB to construct R = RABTA ∧ TB ∈ g ∧ g.
21 We could consider also R = S0 ∧ S̄−, but it is related to R = S+ ∧ S̄0 if we also exchange the left and right copy 
of the algebra.
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leading order the deformation of the Lagrangian is given by the marginal operator ηJ+J̄−. In 
[45] the above background was argued to be the dual of the ‘single-trace’ TT̄  deformation of 
the symmetric product orbifold CFT2. This is also is accordance with the fact this particular 
YB deformation is just a TsT transformation involving the two boundary coordinates22. At 
finite order in the deformation parameter the Lagrangian is given by (3.12), (A.25) and (A.1)

L = L0 −
1
2

η

1 − η
z2

J+J̄−. (3.16)

The derivative of the action with respect to the deformation parameter is given by

dS
dη

= −T
2

∫
d2σ Jη+J̄η−, (3.17)

where Jη+ = (1 − ηz−2)−1J+ and J̄η− = (1 − ηz−2)−1J̄− are (anti)chiral currents of the 
deformed model. This background was analysed in [46]. Let us also note that in this case the 
deformation parameter can be absorbed by a rescaling of the coordinates. There are therefore 
only three cases: η > 0, η = 0 and η < 0. The first of these is not globally well behaved since 
the dilaton becomes imaginary when crossing z =

√
η. For η < 0 the solution interpolates 

between two CFTs: the SL(2, ) WZW model and a linear dilaton background (plus two 
decoupled bosons). It would be interesting to study further the implications of the existence 
of this interpolating solution but we will not do so here. See also [45] for a discussion on the 
different interpretations depending on the sign of the deformation parameter.

For the remaining two Abelian R-matrices we obtain by a similar calculation the 
Lagrangians23

L = L0 −
1
2
η

(4 + η)z2

4z2 + η(4 + η)x+x−
J0J̄0,

L = L0 −
1
2
η

z2

z2 + ηx−
J+J̄0.

 
(3.18)

For all the Abelian examples one finds, as already mentioned, that

dS
dη

= −T
2

∫
d2σ RaāJηa J̄ηā , (3.19)

Table 1. Non-Abelian R-matrices of sl(2)L ⊕ sl(2)R up to SL(2,R)L × SL(2,R)R 
inner automorphisms and swaps of L ↔ R. For convenience we also write the marginal 
operators that they give rise to, and whether they satisfy the strong CS condition.

R = RABTA ∧ TB Deformation? cabJaJ̄b Strong CS?

R1 = S0 ∧ S+ Trivial deformation 0 Yes

R2 = (S0 ∓ S̄−) ∧ S+ TsT ±J+J̄− Yes

R3 = (S0 − aS̄0) ∧ S+ TsT aJ+J̄0 Yes

R4 = (S0 − S̄0) ∧ (S+ ± S̄−) Not SUGRA J+J̄0 ± J0J̄− No

R5 = S0 ∧ S+ ± S̄0 ∧ S̄− + λS+ ∧ S̄− TsT λJ+J̄− Yes

22 We can have a TsT interpretation because we can implement the sequence T-duality, shift, T-duality in terms of 
the coordinates x0, x1, instead of the null coordinates x±.
23 The J0J̄0-deformation was considered also in [47].
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where Jηa , J̄ηā  are (anti)chiral currents of the deformed model. For the last two Abelian exam-
ples they are

R = S0 ∧ S̄0 : Jη0 = αJ0, J̄η0 = αJ̄0, α ≡
4z2

√
1 + η

2

4z2 + η(4 + η)x+x−
,

R = S+ ∧ S̄0 : Jη+ = αJ+, J̄η0 = αJ̄0, α ≡ z2

z2 + ηx−
.

 

(3.20)

Following [46], the above result is another way to see that the YB model provides a deforma-
tion that is marginal exactly in the deformation parameter.

In order to find deformations that at least potentially are not TsT, one should look at the class 
of non-Abelian R-matrices. The full list of non-Abelian R-matrices of sl(2,R)L ⊕ sl(2,R)R  
(up to SL(2,R)L × SL(2,R)R automorphisms) is given in table 1. They are special cases of the 
R-matrices for sl(2, )L ⊕ sl(2, )R ⊕ su(2)L ⊕ su(2)R classified in appendix C. Analysing 
the first example R1 = S0 ∧ S+ one finds that, after the field redefinition x+ → x+ − η

2 log z, 
not only the leading order in η vanishes in the action, but also all the higher orders. This is 
obvious from equation (3.12) and the fact that R with an anti-chiral index vanishes. In other 
words the deformation is trivial, since its effect is to give the undeformed AdS3 background in 
new (η-dependent) coordinates. To be more precise, from R1 we get back undeformed AdS3 up 
to a non-vanishing K = −η∂x+, from (3.4). This is of course a ‘trivial solution’ of generalised 
supergravity (i.e. one that solves also standard supergravity upon dropping K, notice that K is 
null)24.

The above result for R1 = S0 ∧ S+ turns out to be useful to analyse some of the following 
examples in the table. It is easy to see that R2 and R3 in table 1 are of the form R = S0 ∧ S+ + R′ 
and that in both cases R′ is compatible with the field redefinition that trivialises the effect of 
the piece S0 ∧ S+, see (3.8). Therefore these two R-matrices are equivalent to two of the TsT 
transformations already discussed25, generated by S+ ∧ S̄− and S+ ∧ S̄0. Alternatively it is 
easy to see this directly from the Lagrangian in (3.12) and (A.25).

The last two R-matrices in table 1, instead, give backgrounds that are not of this type. From 
(3.4) we find that they have K = −η(∂x+ ± ∂x−) and K = −η(∂x+ ∓ ∂x−) respectively, nei-
ther of which is null. The only way they can give solutions of standard supergravity is then, 
as shown in appendix E, if X = dφ+ K̃ with φ the dilaton and K̃  an independent Killing 
vector field. We can extract K̃  from the equation dK + iK̃H = 0 in (E.1) and for R4 one finds 
K̃ = η(∂x+ ∓ ∂x−)± η2z−1∂z +O(η3) which, at lowest order, differs from K only in the sign 
of the ∂x+-term. However from the lowest order correction to the action J+J̄0 ± J0J̄− we read 
off the deformed metric

z−2(−dx−dx+ + dzdz)− ηz−4(zdz(dx− ∓ dx+) + (±x+ − x−)dx+dx−) +O(η2), (3.21)

which is only invariant under δx+ = ηε, δx− = ±ηε which is generated by K, and not under 
δx+ = ηε, δx− = ∓ηε, δz = ±η2εz−1 which is generated by K̃ . Therefore K̃  is not Killing 
and the R4-background is not a solution to standard supergravity. Note that it only fails to be a 
solution at order η2 which is consistent with the fact that the leading-order deformation satis-
fies the weak CS condition. We will not consider this background further here since our inter-
est is mainly in string theory applications. For R5, instead, one can show that K̃  is a Killing 
vector of the deformed metric and it satisfies (E.1), meaning that we get a ‘trivial solution’ of 

24 Obviously a similar discussion holds also for R = S̄0 ∧ S̄−.
25 Also in this case the equivalence holds up to a non-vanishing K = −η∂x+ that is null and decouples from the 
equations of generalised supergravity.
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generalised supergravity for generic λ. Actually, using (3.12) and (A.25), for R5 we find the 
Lagrangian26

L = L0 +
ηz2(η − 4λ)

2 (η(η − 4λ) + 4z2)
J+J̄−, (3.22)

which is exactly that of the TsT example in (3.16) with η → ηλ− η2/4. This background 
therefore provides an example of the more general kind of trivial solution of the generalized 
supergravity equations discussed in appendix E for which K2 �= 0.

This example also shows how the identification of the deformation parameters can be non-
trivial. In fact, although at leading order the marginal deformation is given only by ηλJ+J̄−, the 
deformation exact in η shows that the deformation parameter of the TsT is instead ηλ− η2/4, 
and in particular it does not vanish even when λ = 0.

It is interesting to look at the marginal operators of the type cabJaJ̄b  that are generated by 
each R-matrix. We write them for convenience in table 1. While they all solve the weak CS 
condition, they all solve also the strong CS condition (which guarantees that they are exactly 
marginal) except for the fourth one (which we have seen fails to be marginal beyond lowest 
order).

3.5. YB deformations of AdS3 × S3

Looking at deformations of AdS3 × S3 gives a richer set of possibilities. In this case we want 
to solve the CYBE on the algebra sl(2)L ⊕ sl(2)R ⊕ su(2)L ⊕ su(2)R.

The simplest example to start with is R = S+ ∧ T̄2. This is an Abelian R-matrix and there-
fore corresponds to a TsT mixing AdS3 and S3. In [48, 49] it was argued that this background 
is dual to the single-trace TJ̄  deformation of the CFT2. From the YB procedure one explicitly 
finds

ds2 = ds2
AdS3

+ ds2
S3 +

η

4z2 dx−(dφ2 + 2 sinφ3dφ1),

B = B0 +
ηdx− ∧ (dφ2 + 2 sinφ3dφ1)

8z2 , e−2Φ = 1.
 

(3.23)

Table 2. Rank-2 non-Abelian R-matrices of sl(2)L ⊕ sl(2)R ⊕ su(2)L ⊕ su(2)R up 
to SL(2,R)L × SL(2,R)R × SU(2)L × SU(2)R inner automorphisms and swaps of 
L ↔ R. With T we denote a generic linear combination of T1, T̄2.

R = RABTA ∧ TB Deformation?

R1 = (S0 − S̄0 + T) ∧ (S+ ± S̄−) R4  +  TsT=⇒ not SUGRA

R2 = (S0 − aS̄0 + T) ∧ S+ R3  +  TsT=⇒ TsT

R3 = (S0 ∓ S̄− + T) ∧ S+ R2  +  TsT=⇒ TsT

R cabJaJ̄b Strong CS?

R1 ±(J0 + aJ1)J̄− + J+(J̄0 + bJ̄2) No

R2 J+(aJ̄0 + bJ̄2) Yes

R3 J+(±J̄− + bJ̄2) Yes

26 For concreteness we take R5 = S0 ∧ S+ + S̄0 ∧ S̄− + λS+ ∧ S̄−, but similar results apply also for R5 = S0 ∧ S+−  
S̄0 ∧ S̄− + λS+ ∧ S̄−.
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From (2.9) we see that the Noether current J̄2 differs from the antichiral current J̄2, and there-
fore field redefinitions are needed in order to put the action in the form that makes the chirality 
structure manifest. After the field redefinition x+ → x+ − η

4φ2, or equivalently by looking 
directly at (A.22), (A.16) and (A.23) the Lagrangian becomes

L = L0 −
1
2
ηJ+J̄2. (3.24)

This deformation is special since the leading linear order is exact. Obviously 
dS/dη = − T

2

∫
J+J̄2.

We will now focus on non-Abelian R-matrices. These are classified for 
sl(2)L ⊕ sl(2)R ⊕ su(2)L ⊕ su(2)R in appendix C. Since the CYBE on the two copies of 
su(2) implies that the subset of generators from this part of the algebra should be Abelian, 
our classification is useful also to study deformations of the full AdS3 × S3 × T4 or the more 
generic AdS3 × S3 × S3 × S1. Every time an su(2) generator appears, it may as well be 
replaced by another compact generator, as long as all compact generators involved form an 
Abelian subalgebra. For concreteness we will only look at deformations of AdS3 × S3. The 
rank-2 non-Abelian R-matrices are collected in table 2. Since they are special cases of the 
rank-4 R-matrices, listed in table 3, we will not consider them separately.

To compute the Killing vector K that appears in the generalized supergravity equations we 
note that equation (3.4) implies that only the non-Abelian generators matter and we can set 
T = T ′ = T ′′ = 0 (where these are generic linear combinations of T1, T̄2). We find therefore 
the same answer as for the SL(2, ) case in the previous section and comparing to that analy-
sis we see that only R4 (and therefore R1) does not give a supergravity solution. Since we are 
interested in string theory applications we will focus on the analysis of R5 through R10 . Recall 
that in this way we automatically consider also the rank-2 R-matrices R2 and R3. From (A.22), 
(A.16) and (A.23) it follows that (after the field redefinitions) the Lagrangian takes the form

L = L0 −
1
2
ηĴa[(1 + ηRM′)−1R]aāˆ̄Jā, (3.25)

where for R5–R8

Ĵa = Ja + ηδ0
ayiYi

ARA+J+, ˆ̄Jā = J̄ā − ηδ0̄
āYi

ARA−̄yiJ̄−, (3.26)

while for R9

Ĵa = eδa Ja, ˆ̄Jā = eδ̄ā J̄ā, δ+ = −δ̄−̄ = −ηYi
ARA0yi. (3.27)

It is not hard to show that R5, R7 and R8 are in fact equivalent to TsT transformations. Consider 
the first one. The deformed Lagrangian is

L = L0 −
1
2
η[Ja + ηδ0

ayiYi
ARA+J+][(1 + ηRM′)−1R]aāJ̄ā. (3.28)

However, due to the form of the R-matrix and the fact that M′
+A = 0 this is equal to

L = L0 −
1
2
ηJa[(1 + ηRM′)−1R]aāJ̄ā, (3.29)

where furthermore we can replace R by the Abelian R-matrix obtained by dropping the 
S0 ∧ S+-term in R5. This deformation therefore reduces to a sequence of commuting TsT 
transformations. The same conclusion applies to R8 as is easily seen from the form of the R 
matrix. For R7 we have
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L = L0 −
1
2
η[Ja + ηδ0

ayiYi
ARA+J+][(1 + ηRM′)−1R]aā[J̄ā − ηδ0̄

āYi
ARA−̄yiJ̄−],

 

(3.30)

but again the terms with a  =  0 and ā = 0̄ drop out due to the form of the R-matrix and the fact 
that M+A  =  0 and this reduces to

L = L0 −
1
2
ηJa[(1 + ηRM′)−1R]aāJ̄ā. (3.31)

It is also not hard to see, using again the form of the matrices M and R, that one can again 
replace R by the Abelian R-matrix obtained by dropping the S0 ∧ S+-term in R7. The result-
ing background is therefore also a TsT. The fact that R5, R7 and R8 are equivalent to TsT 
backgrounds may be argued also from the fact that the R-matrices are Abelian up to the 
S0 ∧ S+-term, and that (3.8) holds.

For R6 the deformed Lagrangian is

L = L0 −
1
2
η[Ja + ηδ0

ayiYi
ARA+J+][(1 + ηRM′)−1R]aāJ̄ā. (3.32)

Again, using the form of R and the fact that M+A  =  0, this simplifies to

L = L0 −
1
2
ηJa[(1 + ηRM′)−1R]aāJ̄ā. (3.33)

Table 3. Rank-4 non-Abelian R-matrices of sl(2)L ⊕ sl(2)R ⊕ su(2)L ⊕ su(2)R up 
to SL(2,R)L × SL(2,R)R × SU(2)L × SU(2)R inner automorphisms and swaps of 
L ↔ R. With T , T ′, T ′′ we denote generic linear combinations of T1, T̄2.

R = RABTA ∧ TB Deformation?

R4 = R1 + aT1 ∧ T̄2 R1+TsT=⇒not SUGRA

R5 = R2 + bT1 ∧ T̄2 R2+TsT=⇒TsT

R6 = (S0 + T) ∧ S+ + T ′ ∧ (S̄0 + T ′′) SUGRA

R7 = (S0 + T) ∧ S+ + T ′ ∧ (S̄− + T ′′) TsT

R8 = R3 + aT1 ∧ T̄2 R3+TsT=⇒TsT

R9 = (S0 + S̄0 + T) ∧ T ′ + S+ ∧ S̄− SUGRA, not TsT

R10 = (S0 + T) ∧ S+ ± (S̄0 + T ′) ∧ S̄− + λS+ ∧ S̄− TsT

R cabJaJ̄b Strong CS?

R4 (J0 + aJ1)J̄− + J+(J̄0 + bJ̄2) + aJ1J̄2 No

R5 J+(aJ̄0 + bJ̄2) + bJ1J̄2 Yes

R6 aJ+J̄2 + bJ1J̄0 + cJ1J̄2 Yes

R7 aJ+J̄2 + bJ1J̄− + cJ1J̄2 Yes

R8 J+(J̄− + bJ̄2) + aJ1J̄2 Yes

R9 aJ0J̄2 + bJ1J̄0 + cJ1J̄2 + J+J̄− No (a �= 0 or b �= 0)

R10 cJ+J̄2 + dJ1J̄− + λJ+J̄− Yes
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However, in this case we cannot get an equivalent background simply by dropping the 
S0 ∧ S+-term in R6

27. Let us work out the background for the simplest case, T = T ′′ = 0 and 
T ′ = aT1 + bT̄2. One finds

L = L0 − ηf−1
(

2bηJ+J̄2 + 2abη(1 − η
x−

z2 )J1J̄2 −
1
2
η2(a2 + b2 − 2ab sinφ3)J+J̄0 + 8aJ1J̄0

)

 (3.34)
where f = 16 + η2(a2 + b2 − 2ab sinφ3)[1 − ηx−/z2]. One can show that in fact the (anti)
chiral currents entering this action J+ , J1, J̄0 and J̄2 extend to chiral currents to all orders in η, 
i.e. the corresponding isometries are not broken by the deformation. Since this is a character-
istic feature of TsT backgrounds it is natural to guess that this background can be generated 
in that way. It is not hard to show this explicitly in the special cases a  =  1, b  =  0 and a  =  0, 
b  =  1 in which cases it is equivalent to the backgrounds generated by

R = T1 ∧ S̄0 −
η2

16
S+ ∧ S̄0 and R =

4η
16 + η2 S+ ∧ T̄2 −

η2

16 + η2 S+ ∧ S̄0,

 

(3.35)

respectively.
R9 is the only unimodular example, i.e. the only one with K  =  0. The deformed Lagrangian 

is

L = L0 −
1
2
ηĴa[(1 + ηRM′)−1R]aāˆ̄Jā, (3.36)

with

Ĵa = eδa Ja, ˆ̄Jā = eδ̄ā J̄ā, δ+ = −δ̄−̄ = −ηYi
ARA0yi. (3.37)

For simplicity we will set T  =  0 and T ′ = T1. We can argue that this example is not equivalent 
to a TsT as follows. To order η2 the Lagrangian is

L = L0 −
1
2
η(1 +

η

z2 )J+J̄− +
1
2
ηJ1J̄0 −

1
8
η2J0J̄0 −

1
2
η2 x−

z2 J1J̄− +O(η3).

 

(3.38)

The action is clearly not invariant under the isometry corresponding to constant shifts of x− 
and therefore the corresponding chiral current J+ does not extend to the deformed theory. 
Instead the equations of motion lead to chiral currents

Jη+ = (1 +
η

z2 )J+ − η
x−

z2 J1 +O(η2), Jη1 = J1 +O(η2), (3.39)

while the remaining equations of motion read

∂[(1 +
η

z2 )J̄−]− ηJ1J̄− = O(η2), ∂[J̄0 + η
x−

z2 J̄−]− ηJ+J̄− = O(η2).

 (3.40)
At the same time we have

dS
dη

= −T
2

∫ (
Jη+(1 +

η

z2 )J̄− − J1J̄0 + 3η
x−

z2 J1J̄− +
1
2
ηJ0J̄0 +O(η2)

)
,

 (3.41)

27 One way to see this is that R6 − R1 is not compatible with the coordinate redefinition needed to undo the transfor-
mation with R1 = S0 ∧ S+ (see equation (3.8)), therefore one does not expect to be able to undo the effect of the R1 
piece of the R-matrix.
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which clearly cannot be written as a bilinear in deformed chiral currents. Explicitly, we obtain 
the background28

ds2 =−
ηdφ1(x+dx− + x−dx+) + 4dx−dx+ +

(
η − z2

)
dφ2

1

η(ηx−x+ − 4) + 4z2 +
dz2

z2

+
dφ2

2 + dφ2
3

4
−

2dφ2 sinφ3
(
ηx−dx+ +

(
η − z2

)
dφ1

)
η(ηx−x+ − 4) + 4z2 ,

B =
−4dx− ∧ dx+ − 2 sinφ3

(
dφ2 ∧ (ηx−dx+ +

(
η − z2

)
dφ1)

)
+ ηdφ1 ∧ (x+dx− − x−dx+)

2η(ηx−x+ − 4) + 8z2 ,

e−2Φ =1 +
η(−4 + ηx+x−)

4z2 .

 

(3.42)

Finally, R10 = R5 + T ∧ S+ + T ′ ∧ S̄−. Since the sl(2,R) R-matrix R5 does not break the 
isometries generated by S+, S̄−, we conclude that the additional terms in R10  have the only 
effect of adding further TsT transformations on top of the background generated by R5, which 
is itself a TsT background.

Interestingly, the matrices R4 (which may be decomposed in terms of R1) and R9 give rise 
(at leading order in the deformation parameter) to marginal deformations of the WZW model 
that obviously satisfy the weak CS condition, but not the strong one.

4. Discussion

In this paper we have constructed YB deformations of strings on the pure NSNS AdS3 × S3 × T4 
background. Together with Abelian YB deformations, which are known to reproduce TsT 
transformations, we also constructed non-Abelian YB deformations. While some non-Abelian 
R-matrices give rise to backgrounds that cannot be obtained simply from TsT transformations, 
we found that others generate again TsT backgrounds, or even no deformation at all29. We 
expect this to be related to the fact that the initial G  −  B is degenerate.

For example, the Jordanian R-matrix R1 = S0 ∧ S+ gives back the undeformed AdS3 
background up to an η-dependent field redefinition (and up to a non-vanishing K = −η∂x+). 
Recalling that the YB deformation is equivalent to a shift of the B-field plus NATD, this obser-
vation suggests that AdS3 with NSNS flux has a certain property of self T-duality, when we 
dualise the non-Abelian algebra of isometries generated by S0, S+ and we also regularise the 
action by performing a B-field gauge transformation.

Although we used our classification of R-matrices to deform, for concreteness, only the 
AdS3 × S3 part of the background, our results may also be used to obtain deformations involv-
ing the T4 of AdS3 × S3 × T4, or even deformations of the more general AdS3 × S3 × S3 × S1 
background. Indeed, in all our expressions of the R-matrices the generators T1, T̄2 may be 
substituted with any other two commuting generators of the compact part of the isometry 
algebra30. Let us also mention that the string on these AdS3 backgrounds is integrable [50, 51] 
and that our deformations preserve the classical integrability.

To leading order in the deformation parameter, all our YB deformations reduce to the mar-
ginal current–current deformations of the type considered by Chaudhuri and Schwartz in [8]. 
While they are all marginal to lowest order, since they satisfy what we called the ‘weak CS 

28 Here we are writing the background that is obtained before doing the field redefinition.
29 Except for the introduction of a (decoupled) non-vanishing vector K in the equations of generalised supergravity.
30 That is because the CYBE implies that the restriction of an R-matrix to a compact algebra must be Abelian. We 
are therefore free to choose which Abelian subalgebra we wish to consider.
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condition’, some of them do not satisfy the ‘strong CS condition’ and the celebrated ‘no 
simple-pole condition’ which guarantee exact marginality. Indeed we found examples which 
failed to be marginal beyond lowest order (and at one-loop in 1/k), all involving the R-matrix 
R4 in table 1, and one example, R9 in table 3, which remains marginal to all orders in η at 
least up to one loop in 1/k. The relation between the space of solutions of the CYBE and that 
of the weak CS condition is an interesting question. The former is a quadratic equation for R, 
while the latter is a quartic equation for the coefficients cab of the current–current deforma-
tion, related to the left-right block of the R-matrix simply as cab = Rab

LR . While we expect all 
solutions of the CYBE to generate solutions of the weak CS condition (including the trivial 
ones) it seems hard to prove this statement for a generic Lie algebra. In appendix D we took a 
digression from the setup of the paper and we considered the CYBE on the sl3 algebra, find-
ing again that it generates non-trivial solutions to the weak CS condition (that do not solve 
the strong one). We do not rule out the possibility of having solutions to the weak CS condi-
tion that cannot be ‘completed’ to a solution of the CYBE equation. In section 3 we actually 
discussed a more generic criterion (related to the solvability of the subalgebras involved) not 
requiring CYBE, to construct solutions of the weak CS condition.

In [52] a marginal deformation constructed out of Abelian currents (a TsT transformation) 
was interpreted in terms of spectral flow. It would be interesting to understand if this can be 
generalised to the non-Abelian set-up.

We would like to stress that we worked out the YB deformations in the sigma model 
description. It would be very interesting to understand how to formulate the YB deformation 
directly at the level of the WZW action. Such a construction was performed in [53–55] for R 
a solution of the modified CYBE31. The formulation of the deformation of the WZW action 
may be obtained from the construction in terms of NATD, in the spirit of [32] and [33]. An 
alternative may be to use the language of E models [56–58], see [59] for a recent application 
in similar contexts.

One motivation to carry out this work came from the recent developments on the TT̄  defor-
mation [60, 61] and its generalisations. The components T , T̄  of the stress-energy tensor of a 
(quite generic) two-dimensional relativistic field theory may be used to construct a ‘double-
trace’ operator generating an irrelevant perturbation of the theory. The deformation is solvable 
in the sense that the spectrum of the deformed theory may be computed exactly in the defor-
mation parameter as a function of the spectrum of the original undeformed theory. In [45] a 
‘single-trace’ version of the TT̄  deformation of the symmetric product orbifold CFT was con-
sidered. It was argued that the irrelevant deformation of the ‘spacetime’ CFT governed by32 
O(x) ∝

∑N
i=1 Ti(x)T̄i(x̄), where i labels each copy in the symmetric product, corresponds to a 

marginal deformation of the dual WZW model that infinitesimally is just the current–current 
deformation J+(σ)J̄−(σ̄), where J+, J̄− are the left and right SL(2,R) currents generating 
shifts of the boundary coordinates x+, x−. Another deformation, similar in spirit to the above 
one, was studied in [48] and [49] after replacing the T̄  with an antichiral U(1) current of the 
compact factor33. It was argued in [48, 49] that the deformation of the dual WZW model is 
governed again by a marginal deformation bilinear in the currents (where now the antichiral 
current belongs to the compact part of the algebra). Such marginal deformations of the WZW 

31 There the special propriety R3  =  −R was used, so that we do not expect their results to be immediately applicable 
to the case of the homogeneous CYBE. Moreover, here we want R to be a solution of the CYBE on fL ⊕ fR  that also 
couples the left and right copy of the algebra.
32 We refer to [45] for the connection to Little String Theories. The above operator should be compared to 
the original double-trace version studied in [60, 61] and given by T(x)T̄(x̄), where T(x) =

∑N
i=1 Ti(x) and 

T̄(x̄) =
∑N

i=1 T̄i(x̄).
33 This deformation is in fact the single-trace version of the one first constructed in [62].
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model may be completed to finite values of the deformation parameter in terms of TsT (or 
equivalently certain O(d, d)) transformations. Since TsT deformations are a subclass of YB 
ones, it would be interesting to understand if it is possible to provide a holographic interpre-
tation also for the YB deformations of AdS3 × S3 × T4 considered here. (The connection to 
YB models was also pointed out the recent paper [44].) We expect our marginal deformations 
of the WZW model to correspond to deformations of the dual CFT2 which generalise the 
(single trace version of the) TT̄  construction. It would be very interesting to understand for 
example the case of the non-Abelian R-matrix R9, which gives rise to the marginal deforma-
tion aJ0J̄2 + bJ1J̄0 + cJ1J̄2 + J+J̄−. The non-Abelianity of the generators involved forbids 
the usual iteration of the infinitesimal deformation in order to obtain the exact one. The YB 
deformation, despite the non-Abelianity, provides the realisation of the finite deformation on 
the worldsheet of the string.
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Appendix A. Details on the field redefinition

The matrix M in (3.11) is a direct sum of the AdS and sphere part, M = Ma ⊕ Ms. They take 
the form (we restrict to A, B = {0,+, −̄, 0̄} and A, B = {1, 2̄} respectively, which is all we 
need since M always comes multiplied with R on both sides)

Ma =




1
4 0 0 − 1

4
0 0 0 0

− x+

z2 − 1
z2 0 0

− 1
4 + x+x−

z2
x−

z2 0 1
4


 , Ms =

( 1
4 0

− 1
2 sinφ3

1
4

)
. (A.1)

We will make an ansatz for the field redefinition based on the isometry transformations 
used to construct the model, but with the transformation parameters depending linearly on 
y = (ln z,φ1,φ2) (since we want to cancel terms involving ∂y and ∂̄y). We therefore consider

x± → x′± = eηbi
±yi [x± + ηai

±yi], z → z′ = eηbiyi z, φ1,2 → φ′
1,2 = φ1,2 + ηai

1,2yi, (A.2)

where i = 1, 2, 3 and bi = (bi
+ + bi

−)/2. For the right-moving Noether currents JA+ we get

J ′
0+ = J0 + ηai

+yiJ+ − 1
2
∂ ln z + ∂yi[ηbi

+M′
00 − ηbi

−M′
0̄0 + ηai

−eηbi
−yi M′

−̄0],
 (A.3)

J ′
++ = e−ηbi

+yi J+ + ∂yi[ηai
−eηbi

−yi M′
−̄+ − ηbi

−M′
0̄+], (A.4)

J ′
0̄+ = −1

2
∂ ln z − 1

2
ηbi∂yi, (A.5)
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J ′
1+ = J1 +

1
4
∂φ1 + ∂yi[ηai

2M′
2̄1 − ηai

1M11], (A.6)

J ′
2̄+ =

1
4
∂φ2 +

1
4
ηai

2∂yi. (A.7)

These expressions take a more natural form if we further assume that

ai
1 = −Yi

ARA1, ai
2 = Yi

ARA2̄, ai
+ = Yi

ARA+, ai
− = Yi

ARA−̄, bi
+ = Yi

ARA0, bi
− = −Yi

ARA0̄,
 (A.8)

for some constants Yi
A to be determined. Then we have

J ′
A+ = eδA JA + ∂yiYi

B[ηRM′]BA +∆A (A.9)

with δ+ = −ηYi
ARA0yi and

∆0 = −1
2
∂ ln z + ηyiYi

ARA+J+ + [eηbi
−yi − 1]∂yiYi

AηRA−̄M′
−̄0, (A.10)

∆+ = [eηbi
−yi − 1]∂yiYi

AηRA−̄M′
−̄+, (A.11)

∆0̄ = −1
2
∂ ln z, ∆1 =

1
4
∂φ1, ∆2̄ =

1
4
∂φ2, (A.12)

the other components vanishing. Using these expressions the transformed Lagrangian becomes

L′ = L′
0 −

1
2
ηeδa Ja[(1 + ηRM′)−1R]aBJ ′

B− +
1
2
η(∂yiYi

A −∆A)[(1 + ηRM′)−1R]ABJ ′
B− − 1

2
η∂yiYi

ARABJ ′
B−.

 (A.13)
Picking Yi

A such that ∂yiYi
A −∆A vanishes to lowest order in η we get that its non-zero comp-

onents should be

Y1
0 = Y1

0̄ = −1
2

, Y2
1 = Y3

2̄ =
1
4

 (A.14)

and the Lagrangian becomes

L′ = L′
0 −

1
2
η∂yiYi

ARABJ ′
B− − 1

2
ηĴa[(1 + ηRM′)−1R]aBJ ′

B− (A.15)

where we have defined

Ĵa = eδa Ja + ηδ0
ayiYi

ARA+J+ + η[e−δ̄− − 1]∂yiYi
ARA−̄M′

−̄a, (A.16)

with δ̄− = ηYi
ARA0̄yi. A short calculation shows that the transformed undeformed Lagrangian 

is (up to total derivatives)

L′
0 = L0 +

1
2
ηYi

ARAa
(

Ja + ηδ0
ayjY

j
BRB+J+

)
∂̄yi +

1
2
η∂yiYi

ARAāJ̄′ā

+
1
2
η[e−δ̄− − 1]Yi

ARA−̄∂yiJ̄′− − 1
2
η∂yiYi

ARABY j
B∂̄y′j

 
(A.17)

and using this together with the fact that JB− = J̄B − Yi
B∂̄yi we get

L′ = L0 +
1
2
ηYi

ARAa(Ja + ηδ0
ayjY

j
BRB+J+)∂̄yi −

1
2
ηĴa[(1 + ηRM′)−1R]aBJ ′

B−

+
1
2
η[eηbi

−yi − 1]∂yiYi
ARA−̄J ′

−̄−.
 

(A.18)
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Finally we use the fact that

J ′
B− = eδ̄B J̄B − [1 + ηM′R]BAYi

A∂̄yi + ∆̄B (A.19)

with δ̄−̄ = δ̄− was defined above and

∆̄−̄ = −η[e−δ+ − 1]M′
−̄+R+AYi

A∂̄yi, (A.20)

∆̄0̄ = −ηYi
ARA−̄yiJ̄− − η[e−δ+ − 1]Yi

AM′
0̄+R+A∂̄yi, (A.21)

and the remaining components vanishing. Finally the Lagrangian becomes

L′ = L0 −
1
2
ηĴa[(1 + ηRM′)−1R]aāˆ̄Jā +

1
2
η[eδ+ − 1]J+R+AYi

A∂̄yi −
1
2
η[eδ̄− − 1]∂yiYi

ARA−̄J̄−

− 1
2
η2[e−δ̄− − 1]∂yiYi

ARA−̄M′
−̄+[e

−δ+ − 1]Y j
BR+B∂̄yj,

 

(A.22)

with (recall that δ+ = −ηYi
ARA0yi and δ̄−̄ = ηYi

ARA0̄yi)

ˆ̄Jā = eδ̄ā J̄ā − ηδ0̄
āYi

ARA−̄yiJ̄− − ηM′
ā+[e

−δ+ − 1]R+AYi
A∂̄yi. (A.23)

The terms involving eδ+ − 1 and eδ̄− − 1 are not expressed in terms of the chiral currents 
but they only appear at order η2, so they do not interfere with the comparison to infinitesimal 
current–current deformations. In fact they vanish for most of the deformations of AdS3 × S3, 
e.g. for AdS3 deformations we have R00̄RA+ = R00̄RA−̄ = 0 and using this we find

L = L0 −
1
2
ηĴa[(1 + ηRM′)−1R]aāˆ̄Jā, (A.24)

with

Ĵa = Ja −
1
2
ηδ0

a(R
0+ + R0̄+) ln zJ+, ˆ̄Jā = J̄ā +

1
2
ηδ0̄

ā(R
0−̄ + R0̄−̄) ln zJ̄−.

 (A.25)

Appendix B. On-shell equivalence

Here we will demonstrate the on-shell equivalence of the YB deformed sigma models to the 
original ones by deriving the explicit (non-local) field redefinition that relates them. We will 
do that by following the NATD transformation and following field redefinition that are used 
to get the action of the YB model as in [36]. In the notation of [36], let us start from the action

S′ =
T
2

∫

Σ

(
AI ∧ (GIJ ∗ −BIJ)AJ + 2dzm ∧ (GmI ∗ −BmI)AI

+ dzm ∧ (Gmn ∗ −Bmn)dzn
)

,
 

(B.1)

where A  =  g−1dg and we have set fermions to zero for simplicity. When going to the NATD 
model one relates the original degrees of freedom to the new ones encoded in the Lagrange 
multiplier ν  as

(1 ± ∗)AI = −(1 ± ∗) (dνJ + dzm[∓G − B]mJ)NJI
∓, NIJ

± =
(
±GIJ − BIJ − νKf K

IJ

)−1
. (B.2)

The YB model appears after the redefinition34

34 It is assumed that the initial B-field is actually shifted as BIJ → BIJ − η−1R−1
IJ .
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νI = η−1tr

(
TI

1 − Ad−1
g̃

logAdg̃
R−1 log g̃

)
, (B.3)

which implies

dνI = η−1
(

R−1
g̃ (g̃−1dg̃)

)
I
, N = ηRg̃ (1 + η(G − B)Rg̃)

−1
= η (1 + ηRg̃(G − B))−1 Rg̃,

 (B.4)
where N = N+ = −NT

−. Combining all redefinitions we find that the original A  =  g−1dg 
(which will depend on some coordinates xi) is related to the new degrees of freedom of the YB 
model (i.e. the coordinates x̃i parameterising g̃, together with the coordinates zm that remain 
spectators) as

(1 ± ∗)AI = (1 ± ∗)[(1 ± ηRg̃(G ∓ B))−1]IJ
(
(g̃−1dg̃)J ∓ ηRJK

g̃ (G ∓ B)Kmdzm) .
 (B.5)

Using formula (4.21) of [36] we find that it can be written as

(1 ± ∗)A = (1 ± ∗)(1 ± ηRg̃(G ∓ B))−1Ṽ , ṼM ≡ δM
I (g̃−1dg̃)I + δM

m dzm.
 (B.6)

This can almost be written as a relation involving only the derivatives of the redefined 
coordinates

(1 ± ∗)W = (1 ± ∗)(1 ± ηΘ(G ∓ B))−1dX̃, dX̃M ≡ δM
i dx̃i + δM

m dzm,
 (B.7)

where

WM = δM
i �i

I �̃
I
j dx j + δM

m dzm, g−1dg = dxi�I
i TI , g̃−1dg̃ = dx̃i�̃I

i TI (B.8)

and where all indices that have been omitted above are curved indices M = {i, m}. In general 

�i
I �̃

I
j �= δi

j and G, B,Θ may depend on x̃. Thanks to the above field redefinition we can argue 
that solutions to the classical equations of the YB model can be mapped to solutions of the 
undeformed model, and vice versa.

Appendix C. All non-Abelian R-matrices of sl(2, )2 ⊕ su(2)2

We will classify non-Abelian R-matrices solving the classical Yang–Baxter equation relevant 
to deformations of AdS3 × S3. The R-matrix is an anti-symmetric matrix with indices in the 
isometry algebra, in our case

sl(2, )L ⊕ sl(2, )R ⊕ su(2)L ⊕ su(2)R. (C.1)

The classical Yang–Baxter equation (CYBE)

R[A|B|RC|D|f E]
BD = 0, (C.2)

implies that RAB is non-degenerate on a subalgebra and zero elsewhere. Calling the inverse 

ωAB the CYBE is equivalent to ωA[Bf A
CD] = 0, i.e. ω  is a Lie algebra 2-cocycle on the (dual of 

the) subalgebra where R defined. Since it is also invertible this subalgebra is a quasi-Frobenius 
(sometimes also called symplectic) subalgebra35. Therefore R-matrices solving the CYBE on 

35 If ω  is exact, i.e. ωAB = f C
ABXC  for some XC, the algebra is Frobenius.
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some Lie algebra are in one-to-one correspondence with quasi-Frobenius subalgebras of this 
Lie algebra [63].

Semi-simple Lie algebras cannot be quasi-Frobenius and therefore such algebras of dimen-
sion 4 (or 2) must be solvable [64]. In our case things are particularly simple since we have a 
sum of four 3 dimensional Lie algebras. When can therefore restrict our attention to subalge-
bras of the maximal solvable subalgebra of the isometry algebra which we take to be

s = span{S0, S+, S̄0, S̄−, T1, T̄2}. (C.3)

The only non-Abelian solvable Lie algebra of dimension 2 is r2 with Lie bracket 
[e1, e2] = e2. The possible R-matrices of rank 2 are given by embeddings of r2 into s and up to 
SL2(2)× SU2(2) automorphisms they are

R1 = (S0 − S̄0 + T) ∧ (S+ ± S̄−)
R2 = (S0 − aS̄0 + T) ∧ S+
R3 = (S0 ∓ S̄− + T) ∧ S+

 (C.4)

where T is any linear combination of T1 and T̄2.
For the rank 4 case we need to find 4-dimensional solvable subalgebras of s, which are 

furthermore quasi-Frobenius (symplectic). The complete list of 4-dimensional quasi-Frobe-
nius algebras can be found in [65]. Taking into account the fact that [s, s] = span{S+, S̄−} is 
2-dimensional we can rule out any algebra with more than two independent linear combina-
tions of generators arising from commutators. It is also trivial to see that the Heisenberg alge-
bra with non-trivial Lie bracket [e1, e2] = e3 is not a subalgebra, h3 �⊂ s. Using these two facts 
the list of 4-dimensional solvable subalgebras is reduced to (note that r4,−1,0 = ⊕ r3,−1)

⊕ r3, ⊕ r3,λ, ⊕ r′3,γ , r2 ⊕ r2, r′2, d4,1. (C.5)

The same paper lists the symplectic ones which are

⊕ r3,0 [e1, e2] = e2
⊕ r3,−1 [e1, e2] = e2, [e1, e3] = −e3
⊕ r′3,0 [e1, e2] = −e3, [e1, e3] = e2

r2 ⊕ r2 [e1, e2] = e2, [e3, e4] = e4
r′2 [e1, e3] = e3, [e1, e4] = e4, [e2, e3] = e4, [e2, e4] = −e3
d4,1 [e1, e2] = e3, [e4, e3] = e3, [e4, e1] = e1

.

 (C.6)
It is not hard to show, using the fact that the elements arising from commutators are of the 
form aS+ + bS̄− for some a, b, that r′3,0 is not a subalgebra of s and therefore neither is r′2. It 
is also not hard to show that neither is d4,1. For the remaining ones we find the embeddings 
(again up to automorphism)

⊕ r3,0 e1 = S0 − bS̄0 + e′1, e2 = S+ + aS̄− (a = 0 or a = b = 1)
⊕ r3,−1 e1 = S0 + S̄0 + e′1, e2 = S+, e3 = S̄−

r2 ⊕ r2 e1 = S0 + e′1, e2 = S+, e3 = −S̄0 + e′3, e4 = S̄−

.

 
(C.7)

Primed generators denote any linear combination that commutes with the remaining genera-
tor. Only the second algebra is unimodular (i.e. the trace of its structure constants vanish) and 
is contained in the classification of unimodular R-matrices in [43].

The rank 4 R-matrices can then be read off from the classification in [65]. Up to inner auto-
morphisms and exchanging the left and right copy of the algebra they are
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R4 = (S0 − S̄0 + T) ∧ (S+ ± S̄−) + aT1 ∧ T̄2

R5 = (S0 − aS̄0 + T) ∧ S+ + bT1 ∧ T̄2

R6 = (S0 + T) ∧ S+ + T ′ ∧ (S̄0 + T ′′)

R7 = (S0 + T) ∧ S+ + T ′ ∧ (S̄− + T ′′)

R8 = (S0 ∓ S̄− + T) ∧ S+ + aT1 ∧ T̄2

R9 = (S0 + S̄0 + T) ∧ T ′ + S+ ∧ S̄−
R10 = (S0 + T) ∧ S+ ± (S̄0 + T ′) ∧ S̄− + λS+ ∧ S̄−

 

(C.8)

where T , T ′, T ′′ are linear combinations of T1 and T̄2. The rank 2 R-matrices are contained as 
special cases of R4, R5, R8 when the last term vanishes.

A rank 6 R-matrix is only possible if s is itself quasi-Frobenius. It is in this case but the 
resulting R-matrix is just R10 + aT1 ∧ T̄2 and therefore leads just to a TsT transformation of 
the R10  deformation. Therefore we will not consider it further here.

Appendix D. R-matrix on parabolic subalgebra of sl3

Let f denote the 6-dimensional parabolic Lie subalgebra of sl3 [66] with basis (see example 
3.6 of [67])

(e1, . . . , e6) = (E12, E13, E21, E23, E11 − E22, E22 − E33). (D.1)

The Lie brackets are given by

[e1, e3] = e5, [e1, e4] = e2, [e1, e5] = −2e1, [e1, e6] = e1, [e2, e3] = −e4,
[e2, e5] = −e2, [e2, e6] = −e2, [e3, e5] = 2e3, [e3, e6] = −e3, [e4, e5] = e4, [e4, e6] = −2e4.

 (D.2)
This algebra is not unimodular since fi6i = −3 �= 0 and also not solvable since tr([e1, e3]e5) �= 0 
but it is quasi-Frobenius with 2-cocycle

ω =a13e1 ∧ e3 + a14e1 ∧ e4 − 2a16e1 ∧ e5 + a16e1 ∧ e6 + a23e2 ∧ e3 − a14e2 ∧ e5 − a14e2 ∧ e6

− 2a36e3 ∧ e5 + a36e3 ∧ e6 − a23e4 ∧ e5 + 2a23e4 ∧ e6.
 (D.3)

One may take e.g.

ω = e1 ∧ (2e5 − e6) + e2 ∧ e3 + e4 ∧ (2e6 − e5) (D.4)

the inverse being

R = −1
3

e1 ∧ (2e5 + e6)− e2 ∧ e3 −
1
3

e4 ∧ (2e6 + e5). (D.5)

For the SL(3) WZW model we can get a deformation by embedding this algebra in the diag-
onal SL(3) ⊂ SL(3)× SL(3). After identifying the coefficients of CS with the off-diagonal 
components of the R-matrix and using the definitions in (2.19) we find

C123̄ = −1, C132̄ = −1, C151̄ = −2
3

, C161̄ = −1
3

, C234̄ = 1, C255̄ =
2
3

,

C265̄ =
1
3

, C342̄ = 1, C454̄ = −1
3

, C464̄ = −2
3

, C562̄ =
1
3

.
 

(D.6)

Once again we are using a bar for indices in the right copy of the algebra. Using the fact that 
the non-zero components of the Killing metric are
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K13 = K31 = 1, K55 = K66 = 2, K56 = K65 = −1, (D.7)

one finds that Cabc̄Kc̄d̄Cef d̄ �= 0 but the weak CS condition is satisfied since C2  =  0.

Appendix E. More general ‘trivial’ solutions of generalized supergravity

In [42] it was shown that the generalized supergravity equations can have ‘trivial’ solutions, 
i.e. ones that are also solutions of standard supergravity even though the Killing vector K is 
non-zero. Writing36 X = dφ+ iKB it was shown that for φ to have a gauge invariant meaning 
K must be null. While this is a natural condition it is not strictly necessary. It is possible to 
have a situation where K is not null that still leads to a standard supergravity solution, as we 
will show here. However in that case one must pick the correct gauge for the B-field to read off 
the dilaton from the expression X = dφ+ iKB, as in a different gauge one may find a different 
φ which will not be the correct dilaton of a standard supergravity solution. To avoid having to 
deal with gauge-transformations of the B-field we will write X = dφ+ K̃ where φ should be 
identified with the dilaton. Below we derive the conditions on K̃  for a trivial solution of the 
supergravity equations. Note that if we pick a gauge so that B is invariant under the isometry 
generated by K we have K̃ = iKB + dφ′ for some φ′.

We will ignore the RR fields in our discussion. Looking at the generalized supergravity 
equations in [42] it follows from the generalized Einstein equation that for (G, H,φ) to solve 
the standard supergravity K̃  must be a Killing vector (of the metric, other fields do not a 
priori have to be invariant). The remaining equations lead to the following conditions to have 
a trivial solution

dK̃ + iKH = 0, LKφ+ K · K̃ = 0,

dK + iK̃H = 0, LK̃φ+ K2 + K̃2 = 0.
 (E.1)

If K̃  is proportional to K we get precisely the solutions considered in [42], in particular K 
is null. But it can also happen that K̃  and K are linearly independent, as the example in (3.22) 
shows. Such solutions are clearly much less generic than the solutions considered in [42] since 
they require at least two Killing vectors. They are also harder to identify since they require first 
extracting the correct dilaton and K̃  and then verifying the equations above.

In [42] it was argued that the analysis based on the generalized supergravity equations agrees 
with what one gets by looking at the non-local terms in the sigma model action induced by 
non-Abelian T-duality on a non-unimodular group [38, 39]. The analysis was done for stand-
ard YB sigma models where the more general possibility of an independent Killing vector K̃  
does not arise. However, the general form of the non-local terms proposed there, namely

Lσ = α′dσ ∧ K − α′dσ ∧ ∗X +O(α′2), (E.2)

is consistent with the general analysis above since, up to total derivatives, this is equal to

α′σ(dK + iK̃H)− α′σ(d ∗ K̃ + iK̃H)+α′φR(2) (E.3)

and the first term vanishes by (E.1) and the second is proportional to the equations of motion 
projected along the Killing vector K̃ . The order α′2  terms were also considered in [42] and, 
given the present analysis, these will be modified so that they now involve a combination of 
the second and last equation in (E.1) rather than just K2.

36 We recall that this was denoted just by X in [42], but we prefer to avoid confusion with the vector X = X + K  of 
[41].
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1 Introduction

While ordinary abelian T-duality is an exact symmetry of string perturbation theory, its

non-abelian generalization [1] is not [2, 3]. It should be rather viewed as a solution-

generating technique in supergravity, since it (typically) maps one string background to

another, inequivalent one. Starting with the work of [4], which gave a prescription for

the transformation of the RR fields, it has been successfully applied to construct several

interesting supergravity solutions, e.g. [5–10].

Like its abelian version, non-abelian T-duality (NATD) can be understood as a canon-

ical transformation [11–13], so that the dualization preserves the (classical) integrability of

the sigma model (when present). To be more precise, starting from a sigma model whose

equations of motion are equivalent to the flatness of a Lax connection, one obtains a dual

model whose equations of motion can also be put into Lax form. Here we want to exploit

this property in order to generate integrable deformations of sigma models, following the

– 1 –
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ideas of [14–16].1 The deformations are interesting also because they (partially) break the

initial isometries. We remark that integrability is not essential for the construction, and the

deformations can be carried out also for non-integrable models. Some of the deformations

constructed here may be viewed as continuous interpolations between the “original” model

and the “dual” one obtained after applying NATD.

Starting from a generic type II Green-Schwarz superstring whose isometries contain

a (super)group G, we work out the transformation rules for the supergravity background

fields under NATD with respect to G. The derivation is performed in section 3, where

all orders in fermions are taken into account by working in superspace. When choosing a

bosonic G and focusing on the bosonic supergravity fields, the transformation rules repro-

duce those of [4, 20], including the Ramond-Ramond (RR) fields whose transformations

were conjectured by analogy with the abelian case [21]. Moreover, when the Lie algebra

of G consists of only (anti)commuting fermionic generators, we also reproduce the rules

for fermionic T-duality derived in [22] from the pure spinor string. As expected, we show

that after NATD one still obtains a kappa symmetric Green-Schwarz superstring. It fol-

lows from [23] that the target space is therefore a solution of the generalized supergravity

equations of [23, 24]. When G is unimodular (i.e. the structure constants of its Lie algebra

satisfy fJ
IJ = 0) the background fields satisfy the standard type II supergravity equations,

and the (dualized) sigma model is Weyl invariant. When G is not unimodular there is

typically an anomaly which breaks Weyl invariance and obstructs the interpretation of the

dual model as a string [25, 26]. We will also discuss exceptions to this, given by the “trivial

solutions” of [27].

Deformations of the non-abelian T-dual backgrounds may be generated by adding

a closed B-field before dualizing. The deformation will be controlled by one or more

continuous parameters that enter the definition of this B. From the point of view of

the original model, adding a B-field with dB = 0 does not affect the local physics, since

this term does not change the equations of motion. We will nevertheless obtain a non-

trivial deformation and a dependence on B in the equations of motion after applying

NATD, since this transformation involves a non-local field redefinition.2 Writing B =
1
2(g

−1dg)J ∧ (g−1dg)I ωIJ with g ∈ G, the condition dB = 0 is equivalent to ω being a

2-cocycle on the Lie algebra of G. The resulting models were dubbed deformed T-dual

(DTD) models in [15], and we refer to section 4.1 for more details.

In [15, 16] it was proved that a DTD model constructed from a principal chiral model

(PCM) or supercoset sigma model with ω invertible is actually equivalent (thanks to a

local field redefinition) to the so-called Yang-Baxter (YB) sigma models [28–33] based

on an R-matrix solving the classical Yang-Baxter equation.3 The R-matrix is related to

1Another class of integrable deformations related to NATD are the so-called λ-deformations of [17–19].
2If B is not just closed but also exact, it contributes to the action of the original model as a total derivative

and it can be dropped. Even if kept, the dependence on this B can be removed by a (local) field redefinition

even after applying NATD. Therefore an exact B generates a trivial deformation of the dual model.
3These are sometimes called “homogeneous” YB models. In the “inhomogeneous” YB models R solves

the modified classical Yang-Baxter equation. They were first introduced in [28, 29] and later generalized to

the supercoset case in [34], where the so-called η-deformation of AdS5×S5 was constructed. The inhomoge-

neous YB models are not related in such a simple way to NATD and we will not consider them further here.

– 2 –
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the 2-cocycle simply as R = ω−1. The equivalence was first proposed and checked on

various examples in [14].4 When the R-matrix acts only on an abelian subalgebra YB

deformations are simply TsT (T-duality -shift- T-duality) transformations [36], so that we

can think of YB deformations as the “non-abelian” generalization of TsT transformations.

Here we propose to use the connection to NATD in order to extend the applicability of

YB deformations, from just PCM and supercoset models to a generic sigma model with

isometries. We do this in section 4.2 by carrying out the field redefinition which leads from

the DTD model to the YB model in the case of invertible ω. Although the construction

comes from a deformation of the dual model, when sending the continuous deformation

parameter of the YB model to zero we recover the original model. These deformations

may be particularly interesting for the AdS/CFT correspondence, and in section 4.3.1 we

use our results to “uplift” a YB deformation of AdS5×S5 — that cannot be interpreted as

(a sequence of) TsT transformations — to a deformation of the full D3-brane background,

of which AdS5 × S5 is the near-horizon limit.

For YB deformations of the PCM or (super)coset models, it is easy to see that the

background metric and B-field are related to the metric of the original model by a map

that coincides with the open/closed string map used also by Seiberg and Witten in [37].

For YB deformations the open string non-commutativity parameter is identified with the

R-matrix itself [38]. Based on this observation it was suggested in [39] that this map

could be used to generate solutions to (generalized) supergravity.5 Our results, based

on the construction of [15], generalize this to cases with a non-vanishing B-field in the

original model. Our derivation also ensures that the YB backgrounds are automatically

solutions of the (generalized) supergravity equations. Yet another approach to such general

(homogeneous) YB deformations was proposed in the context of doubled field theory, since

known YB deformations were shown to be equivalent to so-called β-shifts [41–43]. In

section 4.3.2 we check in an example that a recent solution generated in [43] coincides with

the one obtained from our method based on NATD.

In the next section we collect the transformation rules for the background fields under

NATD and under a generic YB deformation.

2 Summary of the transformation rules

In this section we wish to present and summarize in a self-contained way the transformation

rules derived in the paper, so that the reader may consult them without the need of going

through the whole derivation.

2.1 Rules of (bosonic) NATD

Here we summarize the NATD transformation rules for the bosonic supergravity fields only,

when we take G to be an ordinary (i.e. non-super) Lie group. The general transformations

4An equivalent construction, applying NATD on a centrally extended algebra, was used there. See

also [35].
5In [40] it was shown that the map generates solutions of the generalized supergravity equations if the

non-commutativity parameter satisfies the classical Yang-Baxter equation.

– 3 –
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can be found in section 3 (for the case of G a supergroup see footnote 11). It is convenient

to rewrite the background fields in a way that makes the G isometry manifest. The metric,

for example, will be written in the following block form

Gµν =

(

Gmn Gmj

Gin Gij

)

, Gin = ℓIiGIn, Gij = ℓIi ℓ
J
j GIJ . (2.1)

We have chosen coordinates such that we can split indices into (i,m), where i takes dimG

values and m labels the remaining spectator fields which do not transform under G. We

have collected our conventions in appendix A. It is also convenient to rewrite certain blocks

by extracting ℓIi , defined by g−1∂ig = ℓIiTI , where g ∈ G and I = 1, . . . , dimG is an index

in g (the Lie algebra of G) so that [TI , TJ ] = fK
IJTK . The dependence on the coordinates xi

(i.e. the coordinates to be dualized) is all in ℓIi , so that GIJ , GIm, Gmn only depend on the

spectators xm. The transformation rules will be presented in terms of these objects, and

we will continue to call them “metric” and “B-field” also when writing them with indices

(m, I) instead of (m, i). In order to have a uniform derivation and presentation, we do

not restrict further the range of the index I even when a local symmetry is present.6 We

refer to section 3 for more details. Setting fermions to zero the transformation rules for

the metric and B-field in (3.6)–(3.8) read7

G̃mn = Gmn −
[

(G−B)N(G−B)
]

(mn)
, (2.2)

G̃mI =
1

2

[

(G−B)N
]

mI
− 1

2

[

N(G−B)
]

Im
, G̃IJ = N(IJ) ,

B̃mn = Bmn +
[

(G−B)N(G−B)
]

[mn]
, (2.3)

B̃mI = −1

2

[

(G−B)N
]

mI
− 1

2

[

N(G−B)
]

Im
, B̃IJ = −N[IJ ] ,

where NIJ = δIKNKLδLJ etc. and

N IJ =
(

GIJ −BIJ − νKfK
IJ

)−1
. (2.4)

The transformation of the RR fields, encoded in the bispinor (for more on the conventions

see [23, 44])

S12 =











F (0) − 1

2
F (2)
ab Γab +

1

4!
F (4)
abcdΓ

abcd IIA

−F (1)
a Γa − 1

3!
F (3)
abcΓ

abc − 1

2 · 5!F
(5)
abcdeΓ

abcde IIB

, (2.5)

given in (3.30) is given by the action of a Lorentz transformation Λ ∈ O(1, 9) as

S̃12 = Λ̂S12 , Λab = ηab − 2EI
aN IJEJ

b , (2.6)

6Therefore the range of (m, I) can exceed ten. Both the original and the final action are still written

only in terms of ten physical coordinates thanks to the local symmetry that survives NATD and removes

the additional degrees of freedom, see the discussion in section 3.1.
7The coordinates νI that result from the dualization naturally have lower indices, since they parameterize

the dual space. To have the standard upper placement of indices also in the dualized model we declare that

those indices are raised with the Kronecker delta νI = δIJνJ , and the total set of coordinates is (xm, νI).

– 4 –
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where GIJ = EI
aEJ

bηab, and we denote by Λ̂ the Lorentz transformation acting on spinor

indices that multiplies S12, defined such that Λa
bΓ

b = Λ̂TΓaΛ̂. Finally the generalized

supergravity fields K and X given in (3.17)–(3.18) become8

Km = 0 , KI = nI , Xm = ∂m

(

φ+
1

2
ln detN

)

− B̃mIn
I , XI = −B̃IJn

J . (2.7)

They involve the trace of the structure constants9 of g, nI = δIJnJ with nI = fJ
IJ . As

already mentioned, in the generic case we must write the results in terms of the fields K

and X. Indeed when nI 6= 0 the background solves the generalized type II supergravity

equations [23, 24] but not the standard ones, and the sigma model is scale but not Weyl

invariant at one loop. When g is unimodular, nI = 0 and we get a solution of standard

type II supergravity consistent with the results of [25, 26]. In that case, since X is a total

derivative we can write X = dφ̃ in terms of a dual dilaton

φ̃ = φ+
1

2
ln detN . (2.8)

It was shown in [27] that there exist special “trivial” solutions of the generalized super-

gravity equations which solve the standard supergravity equations although K is not zero.

For this to happen K must be null and, in addition to a condition involving the RR fields

which we ignore here, it should satisfy dK = iKH. Using the rules of NATD presented

here the latter condition can be written as

n(G̃− B̃) = 0 . (2.9)

Since (G̃−B̃)IJ = NIJ is invertible by assumption, it has no zero-eigenvector and therefore

it would seem that no trivial solution can be generated by NATD. However, the condition

written above is not invariant with respect to B-field gauge transformations, so that the

conclusion can change. This will actually play a role in the discussion of the closely related

YB models.

2.2 Rules of YB deformations

For YB deformations the rules are a bit simpler in the sense that we do not have to write

the background fields in the block-form as previously. The result can be phrased in different

ways, see section 4.2. Here we will describe the results in terms of Killing vectors of the

original background. The final result of our derivation is that in order to apply a YB

deformation one should first construct

Θµν = kµIR
IJkνJ , (2.10)

where RIJ solves the classical Yang-Baxter equation (4.6) and kµI are a collection of Killing

vectors labeled by I that are properly normalized so that they satisfy (4.24). Then the

8Here we drop the tilde since these fields are not present before dualization. Also note that we have

raised the index on K with G̃−1 in order to get a simpler expression. We assume the original dilaton φ to

respect the G isometry, so that is depends only on the spectators, but this assumption can be relaxed.
9The identification of K with the trace of the structure constants was suggested earlier in [45].

– 5 –
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background metric and B-field of the YB model are simply obtained by the following

generalization of the open/closed string map

G̃− B̃ = (G−B)[1 + ηΘ(G−B)]−1 , (2.11)

where we have omitted indices µ, ν. The RR bispinor transforms as

S̃12 = Λ̂S12 , Λab = ηab − 2ηEµ
aN̂µ

νΘ
νρEρ

b , (2.12)

where N̂ν
µ =

[

δµν + ηΘµρ(Gρν −Bρν)
]−1

. We further have

Kµ = ηΘµνnν , Xµ = ∂µ

(

φ− 1

2
ln det[1 + ηΘ(G−B)]

)

− ηB̃µνΘ
νρnρ , (2.13)

and, when the Killing vectors used to construct Θ define a unimodular algebra fJ
IJ = 0,

we find the deformed dilaton

φ̃ = φ− 1

2
ln det[1 + ηΘ(G−B)] . (2.14)

We refer to section 4.2 for the derivation and a discussion of trivial solutions for YB

deformations.

3 NATD of Green-Schwarz strings

In this section we apply NATD to a generic Green-Schwarz string with isometries. To

perform NATD we assume that we can bring the supervielbein to the form

EA = (g−1dg)IEI
A(z) + dzMEM

A(z) , (A = (a, α) , a = 0, . . . , 9 , α = 1, . . . , 32) ,

(3.1)

with g ∈ G encoding the coordinates we want to dualize and zM = (xm, θα) denoting

the remaining (spectator) coordinates. The isometry (sub)group G to be dualized acts

as g → ug, z → z for a constant element u ∈ G. To avoid extra awkward signs, we

will present the derivation when G is an ordinary Lie group, but we will write the end

result for the dualized geometry such that it applies also to the case when G is a super

Lie group. The index I takes dimG values and since we want to include the case in which

a local symmetry of the sigma model (which we do not fix) is a subgroup of G, we allow

the possibility that the total range of indices (m, I) is greater than ten. In that case the

local symmetry can be used at the end to remove the spurious coordinates and leave the

ten physical ones. In that case EI
a also involves a projection matrix [20], the simplest

example being a supercoset geometry where EI
a is proportional to the projector on the

coset directions (usually denoted by P (2)).

The (classical) Green-Schwarz string action is

S = T

∫

Σ

(

1

2
Ea ∧ ∗Ebηab +B

)

, (3.2)

where we are using worldsheet form notation and the supervielbein Ea and NSNS two-

form potential B are understood to be pulled back to the worldsheet Σ. To perform NATD

– 6 –
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we write this action in first order form using (3.1), replacing g−1dg → A and adding a

Lagrange multiplier term to enforce the flatness of A

S′ =
T

2

∫

Σ

(

AI ∧ (GIJ ∗ −BIJ)A
J + 2dzM ∧ (GMI ∗ −BMI)A

I

+ (−1)degNdzM ∧ (GMN ∗ −BMN )dzN + νI(2dA
I − f I

JKAJ ∧AK)
)

. (3.3)

The components of the (super) metric are GIJ = EI
aEJ

bηab, GIM = GMI = EI
aEM

bηab
and GMN = EM

aEN
bηab. Integrating out A gives10

(1±∗)AI = −(1±∗)
(

dνJ + dzM [∓G−B]MJ

)

NJI
∓ , N IJ

± =
(

±GIJ −BIJ − νKfK
IJ

)−1

(3.4)

and the dual action

S̃ =
T

4

∫

Σ

{

(

dνI + dzM [G−B]MI

)

N IJ
+ ∧ (1 + ∗)

(

dνJ − dzM [G+B]MJ

)

+
(

dνI − dzM [G+B]MI

)

N IJ
− ∧ (1− ∗)

(

dνJ + dzM [G−B]MJ

)

+ 2(−1)NdzM ∧ (GMN ∗ −BMN )dzN
}

= T

∫

Σ

(

1

2
Ẽa

± ∧ ∗Ẽb
±ηab + B̃

)

. (3.5)

In the last step we have written the dualized action in Green-Schwarz form by defining two

possible sets of dual supervielbeins11

ẼA
± = dzMEM

A −
(

dνI + dzM [∓G−B]MI

)

N IJ
∓ EJ

A . (3.6)

The dual B-field can also be written in two equivalent ways

B̃ =
1

2
dzN ∧ dzMBMN +

1

2

(

dνI + dzM [±G−B]MI

)

∧N IJ
±

(

dνJ − dzM [±G+B]MJ

)

.

(3.7)

We choose Ẽa
+ to be the dual bosonic supervielbein, while Ẽa

− is related to it by a Lorentz

transformation as follows

Ẽa = Ẽa
+ , Ẽ′a = Ẽa

− = ẼbΛb
a , Λb

a = δab − 2EIbN
IJ
+ EJ

a . (3.8)

This is easily seen to follow from the useful identity

(

dνI + dzM [G−B]MI

)

N IJ
+ =

(

dνI − dzM [G+B]MI

)

N IJ
− + 2ẼaEIaN

IJ
+ . (3.9)

10These solutions and the following action are written so that they hold also when G is a supergroup.
11When G is a supergroup the correct expressions are obtained by writing things in a form which is

symmetric between N+ and N− (and where contracted indices are adjacent), e.g.

Ẽ
a
± = dz

M
EM

a
−

1

2

(

dνI + dz
M [∓G−B]MI

)

N
IJ
∓ EJ

a +
1

2
EI

a
N

IJ
±

(

dνJ + dz
M [∓G−B]MJ

)

.

This will be true also for the expressions for Λ, K, X and S̃ to be derived below.
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It is interesting to compute the determinant of the Lorentz transformation Λ. We have

(suppressing the indices)

detΛ = exp(tr lnΛ) = exp

(

−tr
∞
∑

n=1

(2EN+E)n

n

)

= exp

(

−tr
∞
∑

n=1

(2GN+)
n

n

)

= exp[tr ln(1− 2GN+)] = exp[tr ln(1− (N−1
+ +N−T

+ )N+)] = det(−N−T
+ N+)

= (−1)dimG . (3.10)

This shows that this Lorentz transformation is an element of SO(1, 9) only when dimG is

even. When dimG is odd, i.e. one dualizes on an odd number of directions, the Lorentz

transformation involves a reflection. In the latter case its action on spinors contains an

odd number of gamma matrices, which means that one goes from type IIA to type IIB or

vice versa, cf. (3.28).

3.1 The case with local symmetry

Here we wish to give more details on the case when the original sigma model has a local

symmetry that is a subgroup of G. We will explain how the results of the previous section

apply also in that case. We will assume that the action (3.2) is invariant under a local

group H ⊂ G that acts on g from the right as12 g → gh, h ∈ H. Our goal will be to show

that if the local H invariance is not fixed before the dualization, NATD can still be applied

in the usual way and the dual action naturally inherits the local H symmetry. Therefore

this ensures that the additional degrees of freedom can be removed also in the dual model,

and that we are left only with physical ones of the correct number.

The action (3.2) is invariant under g → gh if the couplings are H invariant and project

out h, the Lie algebra of H

(Ad−1
h )KI(GKL∗−BKL)(Ad

−1
h )LJ =GIJ ∗−BIJ , yI(GIJ ∗−BIJ)= 0= (GIJ ∗−BIJ)y

J ,

(GMJ ∗−BMJ)(Ad
−1
h )J I =GMI ∗−BMI , (GMI ∗−BMI)y

I =0. (3.11)

Here y ∈ h. This local symmetry may be used to remove dimH degrees of freedom from

the parametrization of g, so that the total number of physical bosonic fields (including

spectators) is ten. We do not fix this local invariance yet, since this allows us to gauge the

whole G isometry and fix the gauge g = 1 to arrive at the action (3.3). This first order

action is still invariant under a local H which is now implemented as

A → h−1Ah+ h−1dh, ν → h−1νh . (3.12)

Here ν = νIT
I is taken to be an element of g∗, the dual of the Lie algebra of G. We

refer to section 4.1 for our conventions regarding g∗. At the moment of integrating out AI

from (3.3) one may worry about the invertibility of the relevant linear operators, given that

the couplings project out the components in h as assumed above. We consider cases when

the operators ±GIJ −BIJ − νKfK
IJ are invertible on the whole algebra g, so that also the

12One may equivalently discuss this local invariance by introducing a vector valued in the Lie algebra of

H, so that integrating out such vector the original action is obtained.
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components of A in h can be integrated out. Obviously, since ±GIJ −BIJ are degenerate,

the invertibility of the operators must be ensured by the term νKfK
IJ . We recall that ν has

not been gauged-fixed yet, and that we have a total of dimG such fields. In general the

invertibility will hold only locally, meaning that there may be values of νI such that the

operators N IJ
± become singular. Those loci will correspond to singularities in target space

that we cannot remove. It is easy to check that the dual action (3.5) is still invariant under

the local H symmetry, which is now simply implemented by ν → h−1νh. We can then fix

the local symmetry at the level of the dual action, at the same time making sure that we

have the correct number of degrees of freedom and that the gauge fixing is done correctly.

Our reasoning is completely analogous to that of [20, 46]. There the degenerate matri-

ces ±GIJ −BIJ are regulated by taking ±GIJ −BIJ + λ (Idh)IJ , where Idh is the identity

on h. The parameter λ is kept during the dualization and sent to zero only at the end. It

is clear that the λ → 0 limit is non-singular only if the degeneracies of ±GIJ − BIJ are

lifted by the additional term νKfK
IJ . Therefore the way coset models are treated in [20, 46]

is analogous to ours. For concreteness we work out an explicit example in appendix B.

3.2 Extracting X and K from anomaly terms

The easiest way to extract the generalized supergravity fields X and K is to look at

the terms in the action induced at the quantum level by the NATD change of variables

g−1dg → A in the path integral measure [26].13 It was shown in [27] that these non-local

terms take the form

S̃σ =
1

2π

∫

Σ

(

dσ ∧K − dσ ∧ ∗X − 1

2
α′dσ ∧ ∗dσ |K|2

)

, (3.13)

where σ = ∂−2√gR(2) is the conformal factor. From the first two terms it is easy to read off

X and K. To compute S̃σ we include the σ-dependent terms in the first order action (3.3).

They are [26]

Sσ =
1

2π

∫

Σ

(

σnId ∗AI − Φd ∗ dσ
)

, (3.14)

where nI = fJ
IJ , the trace of the structure constants, d ∗ dσ = d2ξ

√
gR(2) and Φ is the

dilaton superfield of the original background. Integrating out A as before but now including

these terms, and keeping track of the detN from the measure, we obtain

(1± ∗)AI = −(1± ∗)
(

dνJ + dzM [∓G−B]MJ ∓ α′nJdσ
)

NJI
∓ (3.15)

and

S̃σ =
1

4π

∫

Σ

(

nIdσN
IJ
+ ∧(1+∗)(dνJ−dzM [G+B]MJ) (3.16)

−nIdσN
IJ
− ∧(1−∗)(dνJ+dzM [G−B]MJ)−2dσ∧∗d

(

Φ+
1

2
lndetN+

))

+O(α′) .

13A more direct, but lengthier, approach uses the superspace constraints as we do below to extract the

RR fields, see for example [47].
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Comparing to (3.13) we find

K =
1

2

{

(dνJ+dzM [G−B]MJ)N
JI
+ −(dνJ−dzM [G+B]MJ)N

JI
−

}

nI , (3.17)

X = d

(

Φ+
1

2
lndetN+

)

+
1

2

{

(dνJ+dzM [G−B]MJ)N
JI
+ +(dνJ−dzM [G+B]MJ)N

JI
−

}

nI .

(3.18)

These expressions simplify when written in terms of G̃ and B̃ as in (2.7).

3.3 Extracting the RR fields

The simplest way to find the RR fields is to compute the superspace torsion TA = dEA +

EB ∧ ΩB
A and compare to the superspace torsion constraints of [23, 44], see e.g. [47]. In

particular the Ea ∧ Eα1-term in Tα2 takes the form14

T 2 = −1

8
Ea (E1ΓaS12) + . . . (3.19)

from which we can read off the RR bispinor S. Here Ea is the bosonic supervielbein and

Eα1, Eα2 with α = 1, . . . , 16 are the two fermionic supervielbeins, corresponding to the

two Majorana-Weyl spinors of type II supergravity. For convenience of the presentation

we will use type IIA notation so that E1 = 1
2(1 + Γ11)E

1 and E2 = 1
2(1− Γ11)E

2 but the

type IIB expressions are essentially identical.

To compute T̃ 2 and then extract the RR fields of the dualized model, we must first find

the form of the fermionic supervielbeins Ẽ1, Ẽ2. We therefore start with the constraint on

the bosonic torsion

T a = − i

2
EΓaE = − i

2
E1ΓaE1 − i

2
E2ΓaE2 , (3.20)

and we can compute T̃ a from Ẽa.15 By assumption the constraint on T a holds in the

original model before dualization. In our adapted coordinates (3.1) it takes the form16

2∂[MEN ]
a + 2Ω[M |b|

aEN ]
b = (−1)N iEMΓaEN , (3.21)

∂MEI
a +ΩMb

aEI
b − ΩIb

aEM
b = iEMΓaEI , (3.22)

fK
IJEK

a + 2Ω[J |b|
aEI]

b = iEJΓ
aEI . (3.23)

We will also need the constraints on H = dB which are

H = − i

2
EaEΓaΓ11E +

1

6
EcEbEaHabc = − i

2
EaE1ΓaE

1 +
i

2
EaE2ΓaE

2 +
1

6
EcEbEaHabc .

(3.24)

In our adapted coordinates we have

3∂[MBNP ] = HMNP , 2∂[MBN ]I = HMNI ,

∂MBIJ + fK
IJBMK = HMIJ , 3fL

[IJBK]L = HIJK , (3.25)

14To improve the readability we suppress the spinor index α and drop the explicit ∧’s from now on.
15It might appear that one needs to know the spin connection to do this but this is not the case. Instead

the fermionic vielbeins and spin connection can be read off by computing dẼa as we will see.
16The anti-symmetrization is graded, e.g. Y[MZN ] =

1
2
(YMZN − (−1)MNYNZM ).
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where HIJK = EK
CEJ

BEI
AHABC etc. Using these relations we can compute the exterior

derivative of Ẽa
± in (3.6) and we find

dẼa
± = − i

2
Ẽ±Γ

aẼ± +
i

2
Ẽ±Γb(1± Γ11)Ẽ±(±EI

aN IJ
± EJ

b)− Ẽb
±Ẽ

C
±ΩCb

a

± iẼb
± Ẽ±Γb(1∓ Γ11)EIN

IJ
∓ EJ

a ± Ẽc
±Ẽ

b
±

(

ΩIbc ±
1

2
EI

dHbcd

)

N IJ
∓ EJ

a . (3.26)

Using our definition of the dualized bosonic supervielbein, Ẽa = Ẽa
+, this can be recast,

using the definition (3.6), as17

T̃ a = dẼa + ẼbΩ̃b
a = − i

2
Λa

bẼ
1
+Γ

bẼ1
+ − i

2
Ẽ2

−Γ
aẼ2

− . (3.27)

Comparing to the standard form (3.20) we can read off the fermionic supervielbeins of the

dualized model18

Ẽ1 = Λ̂Ẽ1
+ , Ẽ2 = Ẽ2

− , (3.28)

where the action of the Lorentz transformation on spinors is defined by Λa
bΓ

b = Λ̂TΓaΛ̂.

We are now ready to compute the fermionic torsion and extract the dualized RR fields by

comparing to (3.19). Following the same lines as above we find

dẼ2
− =

1

4
(ΓabẼ

2
−) Ẽ

C
−ΩC

ab +
1

2
ẼB

− ẼA
−T

2
AB − iẼ1

−ΓaẼ
1
−(E

2
IN

IJ
− EJ

a)

− 2iẼa
− Ẽ1

−ΓaE
1
I (N

IJ
+ E2

J)− Ẽb
−Ẽ

a
−

(

ΩIab −
1

2
HabcEI

c

)

N IJ
+ E2

J . (3.29)

Extracting the ẼaẼ1-terms we can read of the RR bispinor which takes the form

S̃12 = Λ̂S12 + 16iΛ̂E1
IN

IJ
+ E2

J . (3.30)

The first term is a Lorentz transformation acting on one side of the original bispinor in

agreement with the NATD transformation rules first proposed in [4], by analogy with the

abelian case. The second term starts at quadratic order in fermions if one dualizes on a

bosonic algebra. However, in cases involving fermionic T-dualities the bosonic background

is affected by the second term. In the case of a single fermionic T-duality it reproduces the

transformation rule derived in [22].19

17Note that (3.9) implies Ẽ− = Ẽ+ − 2ẼaEIaN
IJ
+ EJ .

18We also find the spin connection of the dualized background

Ω̃ab = Ẽ
C
+ΩC

ab
−4iẼ2

+Γ
[a
E

2
IN

IJ
− EJ

b]
−2Ẽc

(

ΩIc
[a
−
1

2
EI

d
Hcd

[a

)

N
IJ
− EJ

b]+Ẽ
c

(

ΩI
ab+

1

2
EI

d
Hd

ab

)

N
IJ
− EJc

−4iẼc
EI

[a
N

IJ
+ E

2
JΓ

b]
E

2
KN

KL
− ELc−2iẼc

EI
a
N

IJ
+ E

2
JΓcE

2
KN

KL
− EL

b
.

19In the pure spinor formalism used there one does not directly see the Lorentz transformation acting on

half of the fermionic directions since the pure spinor description has a larger symmetry with independent

Lorentz transformations for bosons and the two fermionic directions. However, setting the fermions to zero

Λ becomes trivial and all transformations, including those of the RR fields, match.
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To be sure that the sigma model after NATD still has kappa symmetry, or equivalently

that the background solves the generalized supergravity equations [23], one must also verify

that H̃ = dB̃ satisfies the correct constraints (3.24) (up to dimension zero). A direct

calculation using (3.7) and (3.9) shows that H̃ is indeed of the right form (3.24).20 This

proves that the dual model is indeed a Green-Schwarz string invariant under the standard

kappa symmetry transformations, and it completes the derivation of the dualized target

space fields which therefore solve the equations of (generalized) supergravity [23].

4 Deformations

NATD may be viewed as a solution-generating technique for supergravity backgrounds.

Here we slightly modify the procedure to generate continuous deformations of the dual

model, which will be called deformed T-dual (DTD) models. Later we will show that a

subclass of DTD models may be recast in the form of a deformation that reduces to the

original sigma model when sending the deformation parameter to zero. This subclass will

be identified with a generalization of YB deformations.

4.1 Deformed T-dual models

In order to define DTD models, we start from the original sigma-model, before applying

NATD, and we shift the B-field as

BIJ → BIJ − ζ ωIJ . (4.1)

Here ωIJ is constant and anti-symmetric in its indices. We use ζ as a parameter to keep

track of the shift, or in other words the deformation. The shift affects only the components

of the B-field along g, and it does not spoil the global G isometry. We demand that the

new term appearing in the action (i.e. ζ(g−1dg)I ∧ ωIJ(g
−1dg)J) should not modify the

theory on-shell, in other words that it should be a closed B-field. It is easy to see that this

happens if and only if ωIJ satisfies the 2-cocycle condition

ωI[Jf
I
KL] = 0 , (4.2)

where the antisymmetrization involves all three indices J,K,L. We further demand that

the B-field ζ(g−1dg)I ∧ ωIJ(g
−1dg)J is closed but not exact, i.e. the shift should not be

a gauge transformation. Thanks to this additional condition, after applying NATD the

resulting deformation is non-trivial, i.e. the ζ-dependence cannot be removed by a field

redefinition. The non-exactness of B is equivalent to ωIJ not being a coboundary, i.e.

ωIJ 6= cKfK
IJ for any constant vector cK . Non-trivial deformations are therefore classified

by elements of the second Lie algebra cohomology group H2(g).

20One also finds

H̃abc = −
1

2
Habc +

3

2
Λ[a

d
Hbc]d − 6EI[aN

IJ
+ Ω|J|bc] − 12i(EI[aN

IJ
+ E

2
|J|)Γb(E|K|c]N

KL
+ E

2
L) .
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We can view the 2-cocycle as an element of g∗ ⊗ g∗ by writing ω = ωIJT
I ∧ T J .

Alternatively we may view it as a map from g to the dual vector space (we continue to call

this ω without fear of creating confusion) ω : g → g∗, whose action is given by

ω(TK) = ωIJT
Itr(T JTK) = ωIKT I . (4.3)

To proceed further we will endow the dual vector space g∗ with a Lie algebra structure

with structure constants f̃ IJ
K so that g has a bialgebra structure. Therefore g⊕g∗ becomes

a Lie algebra with Drinfel’d double commutation relations21

[TI , TJ ] = fK
IJTK , [T I , T J ] = f̃ IJ

K TK , [TI , T
J ] = fJ

KIT
K + f̃JK

I TK . (4.4)

This is always possible since we can always take g∗ to be abelian with f̃ IJ
K = 0. In general

this construction is far from unique and there exist many possible choices of Lie algebra

structure on g∗, however this choice will have no effect in what follows. The 2-cocycle

condition (4.2) can now be written

ω[TI , TJ ] = P T ([ωTI , TJ ] + [TI , ωTJ ]) , (4.5)

where P T projects on g∗. Note that if we take g∗ to be abelian we can drop the projector

and this equation just says that ω is a derivation on the Lie algebra g ⊕ g∗. This is the

choice that is most useful for the general discussion here.22

Apart from the shift BIJ → BIJ − ζωIJ , nothing changes in the derivation of the

transformation of the action and of the background fields under NATD. Therefore, the

transformation rules derived in section 3 and presented in section 2.1 are valid also for

DTD if we shift BIJ → BIJ − ζωIJ . The resulting DTD background is a deformation of

the NATD background, and it reduces to it when ζ = 0. We refer to [15, 16] for some

explicit examples of DTD models obtained from PCM or from the superstring on AdS5×S5.

4.2 Yang-Baxter deformations

We will now construct deformations of the original background, rather than its NATD.

We introduce a deformation parameter η such that η = 0 gives back the original sigma

model. These deformations will be obtained from the DTD construction, where we identify

η = ζ−1. We identify them with Yang-Baxter deformations, since they are generated by

solutions of the classical Yang-Baxter equation and they generalize the original construction

for PCM and (super)cosets to generic (Green-Schwarz) sigma models.

The construction is possible when ωIJ is invertible. Writing R = ω−1 : g∗ → g it is easy

to verify that the 2-cocycle condition for ω implies that R solves the classical Yang-Baxter

equation

[Rx,Ry]−R([Rx, y] + [x,Ry]) = 0 , ∀x, y ∈ g∗, ⇐⇒ RL[IR|M |Jf
K]
LM = 0 , (4.6)

21This is very similar to how one realizes NATD as a special case of Poisson-Lie T-duality [48] and it

would be interesting to consider the extension of our construction to the Poisson-Lie case.
22In the PCM case considered in [15] or the supercoset model case considered in [16] there is a natural

Lie algebra structure on g∗, inherited from the full isometry group. This is the structure that was chosen

in [15, 16]. Nevertheless, as already mentioned this choice has no consequence in our construction, and a

more natural choice may be for example to take g∗ abelian.
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where the action of the operator is again defined by R(T I) = TKRKI . The above is

equivalent to the more familiar form of the classical Yang-Baxter equation

[r12, r13] + [r12, r23] + [r13, r23] = 0 , (4.7)

written in terms of r = RIJTI ∧TJ ∈ g⊗g, where the subscripts of rij denote the spaces in

g⊗g⊗g where it acts. To recast the DTD model as a deformation of the original model we

need to replace the coordinates νI , which parametrize the dual space, by a group element

g ∈ G. The invertible map ω : g → g∗ allows us to do this by writing [15]

νI = ζtr

(

TI

1−Ad−1
g

log Adg
ω log g

)

. (4.8)

Using the 2-cocycle condition it can be shown that this implies23

dνI = η−1
(

R−1
g (g−1dg)

)

I
, νKfK

IJ = η−1R−1
IJ − η−1(R−1

g )IJ , (4.9)

where Rg = Ad−1
g RAdg. Using this in the definition of N IJ in (2.4) we get

N = ηRg (1 + η(G−B)Rg)
−1 = η (1 + ηRg(G−B))−1Rg . (4.10)

With these substitution rules it is easy to check that the DTD action is recast into the

following form24

S =
T

2

∫

Σ

(

(g−1dg)I ∧ (G̃IJ ∗ −B̃IJ)(g
−1dg)J + 2dzM ∧ (G̃MI ∗ −B̃MI)(g

−1dg)J

+ (−1)NdzM ∧ (G̃MN ∗ −B̃MN )dzN − η−1(dgg−1)I ∧ ωIJ(dgg
−1)J

)

, (4.11)

where we isolated the last term which does not behave well in the η → 0 limit. This term

is again a closed B-field thanks to the 2-cocycle condition satisfied by ω, and therefore it

does not contribute to the equations of motion. We define the action of the YB model as

the above one where the closed B = η−1(dgg−1)I ∧ ωIJ(dgg
−1)J is removed. Dropping it

we do not modify the on-shell theory, so that if the original model is classically integrable

this property is inherited also by the YB deformation. In this way we can also achieve

a non-singular η → 0 limit, which yields the original undeformed model as is clear from

the expressions given below. This also implies that YB deformations may be viewed as

interpolations between the original model (obtained just by sending η → 0) and the dual

one (which is recovered in the equivalent DTD formulation after sending ζ → 0, which

is η → ∞).

23The easiest way to show this is to extend ω to act as a derivation on the universal enveloping algebra

of g. With this definition we can write ην = g−1ω(g) ∈ g∗. We can now compute dν and the two equivalent

expressions ω(dg) = ω(gg−1dg) = ηgνg−1dg + gω(g−1dg) and ω(dg) = ω(dgg−1g) = ω(dgg−1)g + ηdgν.

This gives us the two equations.
24We still use tilde to denote transformed metric and B-field, but now they differ from the ones of NATD.

The transformations rules are given below.
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Setting fermions to zero and assuming a bosonic group G, we then read off

G̃mn = Gmn − η
[

(G−B)N̂Rg(G−B)
]

(mn)
, (4.12)

G̃mI =
1

2

[

(G−B)N̂
]

mI
+

1

2

[

Ň(G−B)
]

Im
, G̃IJ =

[

(G−B)N̂
]

(IJ)
,

B̃mn = Bmn + η
[

(G−B)N̂Rg(G−B)
]

[mn]
, (4.13)

B̃mI = −1

2

[

(G−B)N̂
]

mI
+

1

2

[

Ň(G−B)
]

Im
, B̃IJ = −

[

(G−B)N̂
]

[IJ ]
,

while the RR bispinor is again transformed by a Lorentz transformation Λ̂ acting on spinor

indices from the left25

S̃12 = Λ̂S12 , Λab = ηab − 2ηEI
aN̂ I

J(Rg)
JKEK

b . (4.15)

In the above we have also defined

N̂J
I =

[

δIJ + η(Rg)
IK(GKJ −BKJ)

]−1
,

ŇI
J =

[

δJ
I + η(GJK −BJK)(Rg)

KI
]−1

=
[

R−1
g N̂Rg

]

I
J .

(4.16)

Using (4.9) in (3.17) and (3.18) we find26

Km=0 , KI = η[Rgn]
I , Xm= ∂m

(

φ+
1

2
lndetN̂

)

−ηB̃mI [Rgn]
I , XI =−ηB̃IJ [Rgn]

J .

(4.17)

At this point we wish to comment on the possibility of having “trivial” solutions of the

generalized supergravity equations, namely ones that solve the more restricting standard

supergravity equations while K does not vanish. This is possible if [27]

0 = KI(G̃− B̃)IJ = −η[nRg(G−B)N̂ ]J = [n(N̂ − 1)]J ⇐⇒ KI(G−B)IJ = 0 , (4.18)

i.e. the original G − B must be degenerate. Such trivial solutions are possible for YB

deformations since we do not need to assume that G− B is non-degenerate. They are, at

least naively, not possible for NATD since there they would imply that the dual G̃ − B̃

is degenerate, which is not allowed by assumption, see section 3. This discrepancy has to

do with the fact that when going from DTD to YB we did not just change coordinates,

we also shifted B by dropping the extra closed term in (4.11). Explicit trivial solutions

were found in [50], and more recently in [43] by double field theory β-shifts starting from

AdS3 × S3 × T 4 with non-zero B-field. It is clear from the present discussion that these

solutions can be equivalently generated from the construction of YB deformations provided

here. An example is provided in section 4.3.2.

25For YB deformations Λ ∈ SO(1, 9) and it is therefore useful to parametrize it in terms of an anti-

symmetric matrix Aab as Λ = (1+A)−1(1−A) which implies A = (1−Λ)(1+Λ)−1, where we lowered one

index with ηab to obtain e.g. Λa
b. Then the Lorentz transformation on spinor indices Λa

bΓb = Λ̂TΓaΛ̂ can

be written as a finite sum [49]

Λ̂= [det(η+A)]−1/2Æ

(

−
1

2
AabΓ

ab

)

, Æ

(

1

2
AabΓ

ab

)

≡ 1+

n=5
∑

n=1

1

n!2n
Aa1b1 · · ·AanbnΓ

a1b1···anbn . (4.14)

26In the expression for X we have used the fact that d(ln det[ηRg]) = tr(R−1
g dRg) = 2fI

JI [g
−1dg]J =

2(g−1dg)InI .
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4.2.1 A convenient rewriting

As remarked in the introduction the deformed metric and B-field can be obtained from the

original G and B by the following generalization of the open/closed string map used by

Seiberg and Witten

G̃− B̃ = (G−B)[1 + ηRg(G−B)]−1 . (4.19)

This is readily seen after noticing that, since Rg has only IJ indices, the following operator

is of block form

1 + ηRg(G−B) =

(

δmn 0

η[Rg(G−B)]In δIJ + η[Rg(G−B)]IJ

)

, (4.20)

and it is straightforward to invert it giving

[1 + ηRg(G−B)]−1 =

(

δmn 0

−η[N̂Rg(G−B)]In N̂ I
J

)

, (4.21)

where we used N̂J
I = [δIJ + η(Rg)

IK(GKJ − BKJ)]
−1. It is easy to check that (4.19)

indeed reproduces the formulas (4.12)–(4.13) for the transformed metric and B-field.

So far we have worked with explicit group elements and algebra indices. It is sometimes

convenient to translate the results so that the information on the initial isometries of the

model is encoded in a set of Killing vectors. Thanks to this rewriting the YB deformation

may be applied without the need of introducing an explicit parametrization of the group

G. Isometries of the metric and B-field are translated into equations for a family of Killing

vectors kµI , where I = 1, . . . , dim(G) is the index to enumerate them. In particular, the

metric possesses an isometry when shifting infinitesimally the coordinates Xµ → Xµ +

ǫIkµI +O(ǫ2), if kµI satisfy the Killing vector equation

∇µkI ν +∇νkI µ = 0 . (4.22)

In order to make a connection with the formulation in terms of the group element g,

it is enough to notice that its variation δg under an infinitesimal transformation can be

understood in two ways, either as δxi∂ig, or as ǫITIg, the latter being the infinitesimal

version of the global transformation g → exp(ǫITI)g. We recall that indices i, j are used

to label coordinates xi on the group G. This leads to the identification

kJI ≡ kµI ℓ
J
µ = tr(T JAd−1

g TI) = (Ad−1
g )JI , where g−1dg = ℓITI . (4.23)

Obviously, ℓIµ and kµI are non-zero only for µ = i. The structure constants of the Lie

algebra may be recovered by computing

LkIkJµ − LkJkIµ = −fK
IJkKµ , (4.24)

where L is the Lie derivative. Now let us notice that we can rewrite

ΘIJ ≡ (Rg)
IJ = kIKRKLkJL , (4.25)
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and that, before fixing any local symmetry (if present), the matrix ℓIi is invertible. Let us

denote the inverse by ℓiI so that ℓIi ℓ
i
J = δIJ . This allows us to convert all algebra indices I, J

in (4.19) into curved indices i, j. Therefore the YB deformation of the metric and B-field

may also be written as

G̃− B̃ = (G−B)[1 + ηΘ(G−B)]−1 . (4.26)

This formula is then equally valid both when we use indices {m, I} or {m, i}. When a

local symmetry is present we arrive at the same result since the local invariance can be left

unfixed until the end. With a similar reasoning we may rewrite also the transformation

rule for the dilaton when nI = fJ
IJ = 0. In fact, when computing the determinant of N̂ I

J

we may as well extend it to all µ, ν indices. Since the (inverse of the) operator is in the

block-form (4.20), it is clear that det(N̂µ
ν) = det(N̂ I

J). This also means that we can

obtain the deformed dilaton simply by calculating

φ̃ = φ− 1

2
ln det[1 + ηΘ(G−B)] . (4.27)

More generally, when nI 6= 0 we may write

Kµ = ηΘµνnν , Xµ = ∂µφ̃− ηB̃µνΘ
νρnρ . (4.28)

4.3 Two examples of YB deformations

We wish to work out two examples of YB deformations that do not fall under the (su-

per)coset construction. In addition to the intrinsic interest of the following (deformed)

backgrounds, the calculations also illustrate the applicability of our method.

4.3.1 YB deformation of the D3-brane background

Our first motivation is to understand a YB deformation of AdS5 × S5 generated by an

R-matrix that cannot be interpreted as a sequence of TsT transformations. In particular,

we want to use the formula (4.26) to “uplift” the YB deformation from the AdS5 × S5

background to the full D3-brane background, before taking the near-horizon limit. This

is in the spirit of [51, 52], where the uplift to the brane background was done for YB

deformations that are (sequences of) TsT transformations. For the sake of the discussion

we focus on the NS-NS sector, where the dilaton is constant (we set it to zero for simplicity),

B = 0 and the metric is

ds2 = H−1/2 dxidx
i +H1/2(dr2 + r2 ds2S5) , H = 1 +

(α′)2L4

r4
, (4.29)

where i = 0, . . . , 3 and ηij = diag(−1, 1, 1, 1). The above metric has an ISO(1, 3) Poincaré

isometry acting on the xi coordinates, and an SO(6) isometry acting on the five-dimensional

sphere S5. We will now deform the background by exploiting the Poincaré part of the

isometries. The Killing vectors in this case may be written as

Translations: kµ[pi] = δµi , Lorentz: kµ[Jij ] = −δµi xj + δµj xi , i, j = 0, . . . , 3. (4.30)
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We wish to “uplift” the YB deformation of AdS5 × S5 worked out in section 6.4 of [47],

where the R-matrix was chosen to be

R = p1 ∧ p3 + (p0 + p1) ∧ (J03 + J13) . (4.31)

That is possible since this R-matrix is constructed out of generators that are isometries also

of the D3-brane background before the near-horizon limit. Following (4.25) we therefore

construct

Θµν = 2
[

kµ[p1]k
ν
[p3]

+ (kµ[p0] + kµ[p1])(k
ν
[J03]

+ kν[J13])
]

− µ ↔ ν . (4.32)

More explicitly, in the block with µ, ν = 0, . . . , 3 it is

Θµν = 2











0 0 0 −x−

0 0 0 −x− + 1

0 0 0 0

x− x− − 1 0 0











, (4.33)

where we introduced the standard light-cone coordinates x± = x0 ± x1. Now, using (4.26)

and (4.27) we obtain the following deformed metric, B-field and dilaton

ds̃2 = − η̂2ξ2−H
−1/2dξ2−

4 (H − 4η̂2ξ−)
− H−1/2

(

H − 2η̂2ξ−
)

dξ−dx
+

2 (H − 4η̂2ξ−)
− η̂2H−1/2(dx+)2

(H − 4η̂2ξ−)

+H−1/2dx22 +
H1/2dx23

H − 4η̂2ξ−
+H1/2(dr2 + r2 ds2S5) ,

B̃ =
η̂

2

dx3 ∧ (2dx+ + ξ−dξ−)

H − 4η̂2ξ−
, exp (−2φ̃) = 1− 4η̂2ξ−

H
.

(4.34)

We chose η̂ as deformation parameter and to simplify expressions we redefined ξ− = 2x−−1.

We now want to check that the near-horizon geometry of this YB deformation of the D3-

brane background indeed yields the YB deformation of AdS5 × S5 of [47]. In the near-

horizon limit one sends r → 0 and α′ → 0 while keeping the ratio r/α′ fixed. We achieve

this by rewriting r = α′L2/z and η̂ = ηL−2/α′, and then sending α′ → 0. We obtain

lim
α′→0

ds2

α′L2
= z−6

(

1− 4η2ξ−
z4

)−1[

z4dx3
2−η2(dx+)2− 1

4
dξ−

(

η2ξ2−dξ−+2dx+
(

z4−2η2ξ−
))

]

+
dx2

2+dz2

z2
+ds2S5

lim
α′→0

B

α′L2
=

η

2

dx3∧(2dx++ξ−dξ−)

z4−4η2ξ−
, lim

α′→0
e−2φ=1− 4η2ξ−

z4
,

(4.35)

which indeed reproduces27 (the NS-NS sector of) the deformation of AdS5×S5 appearing in

section 6.4 of [47]. Uplifting the YB deformation to the D3-brane background is particularly

interesting since it also allows us to go far from the brane and understand how the flat space

27In this paper we have a different convention for the sign of the B-field.

– 18 –



J
H
E
P
0
8
(
2
0
1
8
)
0
2
7

in which it is embedded has been deformed. In the limit r → ∞ we have simply H → 1

ds2 = − η̂2ξ2−dξ
2
−

4 (1− 4η̂2ξ−)
−

(

1− 2η̂2ξ−
)

dξ−dx
+

2 (1− 4η̂2ξ−)
− η̂2(dx+)2

(1− 4η̂2ξ−)

+ dx22 +
dx23

1− 4η̂2ξ−
+ ds2R6

B =
η̂

2

dx3 ∧ (2dx+ + ξ−dξ−)

1− 4η̂2ξ−
, e−2φ = 1− 4η̂2ξ− .

(4.36)

Obviously, the above background may be also obtained directly as a YB deformation of flat

space with Θ given by (4.32). In the AdS/CFT correspondence one looks at open strings

stretching between D3-branes in flat space, whose low-energy limit produces N = 4 super

Yang-Mills. In the presence of a B-field as in the case considered here, open strings feel an

effective metric gµν and a non-commutativity parameter θµν that are related to the metric

and B-field Gµν , Bµν of the closed string by28 [37]

gµν +
θµν

2πα′
= (Gµν −Bµν)

−1 , (4.37)

where gµν is obviously obtained by taking the symmetric part of the right-hand-side, while

θµν the antisymmetric part. In general, if we apply the open/closed string map to a back-

ground obtained by a YB deformation we get

g−1 +
θ

2πα′
= (G̃− B̃)−1 = [(G−B)−1 + ηΘ] ,

=⇒ g−1 = (G−B)−1
s , θ = 2πα′[(G−B)−1

a + ηΘ] ,
(4.38)

where we directly relate the open-string quantities to the metric and B-field G,B of the

original model before the YB deformation, and subscripts s and a indicate the symmetric

and antisymmetric parts. In our specific example, before deforming, the brane system is

in a flat spacetime with vanishing B-field, meaning that the effective open-string metric

will coincide with the flat one, and the non-commutativity parameter will be essentially

defined by the YB R-matrix

gµν = Gµν , θµν = 2πα′η̂Θµν . (4.39)

This discussion is obviously generic and is not confined to the current example. Apart from

uncovering the non-commutativity structure, at this point one should also take the low-

energy limit of open strings in the non-commutative spacetime. Here we are considering

a case with an electric B-field, and these instances are known to produce problems when

trying to take the low-energy limit [53]. It is therefore not clear whether the low-energy

limit yields a non-commutative gauge theory with θ as non-commutativity parameter. The

relation between gravity duals of non-commutative gauge theories and YB deformations

was first pointed out in [54].

28As it is written, this open/closed string map assumes the invertibility of (G − B). The generalization

(of the inverse transformation) to the case of degenerate (G−B) is in fact given by our (4.26).
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Certain YB deformations of AdS5 × S5 are constructed out of generators that are not

isometries of the brane background and that become isometries only after taking the near-

horizon limit. For these examples it is not clear how to uplift the YB deformation to the

brane background. It would be interesting to see if YB deformations can be extended also

to cases without isometries by using Poisson-Lie T-duality.

4.3.2 YB deformation of AdS3 × S
3
× T

4 with H-flux

We now want to apply the YB deformation to a background with degenerate G−B, and we

will compare our results to those of [43]. There it was indeed shown that YB deformations

of AdS5 × S5 are equivalent to local β-transformations of the double theory, and it was

proposed that local β-shifts should be the natural way to generalize YB deformations to

generic backgrounds, including cases with degenerate G− B. The example we consider is

that of AdS3 × S3 × T 4 with non-vanishing H-flux

ds2 =
dxidx

i + dz2

z2
+ ds2S3 + ds2T 4 , ds2S3 =

1

4

[

dθ2 + sin2 θdϕ2 + (dψ + cos θdϕ)2
]

B =
dx0 ∧ dx1

z2
+

1

4
cos θdϕ ∧ dψ .

(4.40)

G − B is degenerate because of the rows (or columns) i = 0, 1. The dilaton is constant

and for simplicity we set it to zero. To generate a YB deformation we will make use of the

Killing vectors of the Poincaré isometry

Translations: kµ[pi] = δµi , Lorentz: kµ[Jij ] = −δµi xj + δµj xi , i, j = 0, 1 . (4.41)

In order to compare to the results of section 4.2.2 of [43] we take R = cipi ∧ J01 or

Θµν = (cikµ[pi])k
ν
[J01]

− µ ↔ ν , (4.42)

where we sum over i = 0, 1. The classical YB equation is satisfied only when the parameters

satisfy c0 = ±c1. Now using (4.26) and (4.27) we obtain the YB deformed background

ds2 =
dxidx

i

z2 − 2ηcjxj
+

dz2

z2
+ ds2S3 + ds2T 4 ,

B =
dx0 ∧ dx1

z2 − 2ηcjxj
+

1

4
cos θdϕ ∧ dψ , e−2φ = 1− 2ηcix

i

z2
,

(4.43)

which agrees with the background obtained in section 4.2.2 of [43]. This confirms in

a specific example the expected equivalence of YB deformations and local β-shifts even

beyond the standard (H = 0) supercoset case. As already noticed in [43] the above

background is actually a trivial solution since the vector K decouples from the generalized

supergravity equations.
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5 Conclusions

We have derived the transformation rules for the supergravity fields under NATD by car-

rying out the dualization in the general case for the Green-Schwarz string. This generalizes

the derivation performed for the case of the supercoset in [16]. If the dualized group G

is not unimodular there is in general an anomaly, which is reflected in the fact that the

resulting background solves the generalized supergravity equations of [23, 24] rather than

the standard ones. We have also discussed a generalization where one adds a closed B-field

to the action prior to performing the duality transformation. This leads to so-called DTD

models and, in special cases, a generalization of Yang-Baxter models [28, 29]. We have also

seen that this gives us an interesting way to find examples that avoid the anomaly from

non-unimodularity of G along the lines discussed in [27].

Non-abelian T-duality can be embedded in the even more general framework of Poisson-

Lie T-duality [48]. Also this case can be formulated at the path integral level and an

anomaly arises in a similar way [55] (see also [56]). It would be interesting to extend our

analysis to this case which would also make further contact with [42]. It would also allow

us to extend DTD and YB deformations to cases without isometries, and perhaps help

to uplift all YB deformations of AdS5 × S5 to deformations of the brane background. It

would also be interesting to consider the case of open strings along the lines of the recent

paper [57].

We have found that a natural way to rephrase YB deformations is in terms of a

generalization of (the inverse of) the open/closed string map of Seiberg and Witten, thus

extending what was observed in the case of both homogeneous and inhomogeneous YB

deformations of PCM or (super)cosets. Since the inhomogeneous case cannot be formulated

in terms of our construction we have only considered the homogeneous one here, but it

would be interesting to see what happens if we take R in (4.19) to solve themodified classical

YB equation on the Lie algebra of G. The lessons learned from the supercoset case [24, 47,

58, 59] suggest that the resulting sigma model will possibly be kappa-symmetric, but that

the background fields will probably only solve the equations of generalized supergravity

rather than the standard ones.

When applied to classically integrable sigma models, the deformations studied here

preserve the integrability. It would be interesting to extend the integrability methods

developed in the context of the AdS/CFT correspondence [60, 61] also beyond the “abelian”

YB deformations considered so far, namely the “diagonal abelian” deformations (considered

e.g. in [62] and with an exact spectrum encoded in the equations of [63]), and the “off-

diagonal abelian” deformations (addressed e.g. at one loop in [64]).
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A Conventions

Let us summarize our index conventions in the following table

µ, ν, . . . : labels of all bosonic coordinates

I, J, . . . : indices of g (the Lie algebra of G) and of the dual g∗

i, j, . . . : labels of coordinates parameterizing the group G

M,N, . . . : labels of spectator coordinates, of which

m,n, . . . : labels of bosonic spectator coordinates

α, β, . . . : labels of fermionic spectator coordinates

A,B, . . . : indices of tangent space, of which

a, b, . . . : indices of bosonic tangent space

α, β, . . . : indices of fermionic tangent space

(A.1)

When working with (super)forms we define the components as An = 1
n!dz

Mn ∧ dzMn−1

. . . ∧ dzM1AM1M2···Mn and we take the exterior derivative to act from the right, so that

d(An∧Am) = An∧dAm+(−1)mdAn∧Am. The (graded) anti-symmetrization of n indices

is denoted by [· · · ] and it includes a factor 1/n!.

B An example with local symmetry

To make the discussion in section 3.1 more concrete we will here apply the rules of NATD

to an explicit example with local symmetry (a case also referred to “with isotropy”). We

will follow the discussion in section 3.1 and show that we reproduce an example worked

out in section 4.1 of [20]. The starting point is the AdS3 × S3 × T 4 background with pure

RR flux, and the goal is to apply NATD on the SO(4) global isometry of S3, which has

obviously also a local SO(3) symmetry. The metric and the flux are given by

ds2 = ds2AdS3 + ds2S3 + ds2T 4 , F3 = 2
(

vol(AdS3) + vol(S3)
)

. (B.1)

We describe S3 in terms of the coset SO(4)/SO(3), where the generators of so(4) satisfy

[Jab, Jcd] = δbcJad−δacJbd−δbdJac+δadJbc and admit the matrix realisation Jab = Eab−Eba,

in terms of the matrices (Eab)cd = δacδbd. Following [20] we enumerate the generators of

the coset part as TI = J1,I+1 where I = 1, 2, 3, and the generators of the subalgebra so(3)

as T4 = J23, T5 = J24, T6 = J34. The metric of the original S3 comes from the piece of

the action T
2

∫

AI ∧GIJ ∗AJ , where A = g−1dg, g ∈ SO(4) and GIJ = diag(1, 1, 1, 0, 0, 0)

projects on the coset part of the algebra. We do not need to look at AdS3 and T 4, since the

off-diagonal blocks GmI are 0 and therefore the AdS3 and T 4 spaces are not affected by the

NATD transformations, see (2.2). It is easy to construct GIJ − νKfK
IJ that in this case is29



















1 ν4 ν5 −ν2 −ν3 0

−ν4 1 ν6 ν1 0 −ν3
−ν5 −ν6 1 0 ν1 ν2
ν2 −ν1 0 0 ν6 −ν5
ν3 0 −ν1 −ν6 0 ν4
0 ν3 −ν2 ν5 −ν4 0



















, (B.2)

29This is the transpose of M of [20].
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and invert it to obtain N IJ . Notice that GIJ is not invertible, but we can invert GIJ −
νKfK

IJ . For special values of the coordinates νK also GIJ −νKfK
IJ becomes degenerate. Af-

ter fixing the gauge, some of these degeneracies will produce singularities in target space.

Taking the symmetric and antisymmetric parts of N IJ we can compute the deformed met-

ric and B-field. In the action the contributions are respectively T
2

∫

dνIN
(IJ) ∗ dνJ and

−T
2

∫

dνIN
[IJ ]dνJ . These are still written in terms of all six dual coordinates νK , meaning

that we should fix the gauge. We fix it as in [20] setting ν1 = ν2 = ν6 = 0, and we also

rename ν3 = x1, ν4 = x2, ν5 = x3. In agreement with [20] we find that the B-field vanishes

and that the metric of the dualised sphere and the dilaton are

ds2
S̃3 =

dx22

(

(

x21 − x22
)2

+ x22x
2
3 + x22

)

x21x
2
3

+

(

x22 + x23 + 1
)

dx23
x21

+
2x2dx2dx3

(

−x21 + x22 + x23 + 1
)

x21x3
+

2dx1
x1

(x2dx2 + x3dx3) + dx21,

e−2φ = x21x
2
3.

(B.3)

In order to compute the transformation of the RR fields we first need to compute the

Lorentz transformation Λ. Suppose we use labels in tangent space a = 0, . . . , 9 so that

a = 3, 4, 5 are the labels for the tangent space of the sphere. Then we can take EI
a to

be E1
3 = E2

4 = E3
5 = 1, and 0 otherwise. Calculating Λab = ηab − 2EI

aN IJEJ
b in the

above gauge for νI we easily find (for the block with a, b = 3, 4, 5) Λ = diag(1,−1,−1).

As expected the Lorentz transformation is an element of SO(1, 9), since we have dualized

an even-dimensional group. In this case it is a simple reflection along a = 4 and a = 5.

Therefore on spinor indices it is realised just as the product of the two corresponding ten-

dimensional gamma matrices. The transformed RR fluxes obtained from S̃ = Λ̂S then

agree with the ones of [20].
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[5] Y. Lozano, E. Ó Colgáin, D. Rodŕıguez-Gómez and K. Sfetsos, Supersymmetric AdS6 via T

Duality, Phys. Rev. Lett. 110 (2013) 231601 [arXiv:1212.1043] [INSPIRE].

– 23 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/0550-3213(93)90041-M
https://arxiv.org/abs/hep-th/9210021
https://inspirehep.net/search?p=find+EPRINT+hep-th/9210021
https://doi.org/10.1016/0550-3213(94)90230-5
https://arxiv.org/abs/hep-th/9308154
https://inspirehep.net/search?p=find+EPRINT+hep-th/9308154
https://doi.org/10.1016/0550-3213(94)90067-1
https://arxiv.org/abs/hep-th/9309039
https://inspirehep.net/search?p=find+EPRINT+hep-th/9309039
https://doi.org/10.1016/j.nuclphysb.2010.12.013
https://arxiv.org/abs/1012.1320
https://inspirehep.net/search?p=find+EPRINT+arXiv:1012.1320
https://doi.org/10.1103/PhysRevLett.110.231601
https://arxiv.org/abs/1212.1043
https://inspirehep.net/search?p=find+EPRINT+arXiv:1212.1043


J
H
E
P
0
8
(
2
0
1
8
)
0
2
7
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[29] C. Klimč́ık, On integrability of the Yang-Baxter σ-model, J. Math. Phys. 50 (2009) 043508

[arXiv:0802.3518] [INSPIRE].

[30] F. Delduc, M. Magro and B. Vicedo, On classical q-deformations of integrable σ-models,

JHEP 11 (2013) 192 [arXiv:1308.3581] [INSPIRE].

[31] I. Kawaguchi, T. Matsumoto and K. Yoshida, Jordanian deformations of the AdS5 × S5

superstring, JHEP 04 (2014) 153 [arXiv:1401.4855] [INSPIRE].

[32] T. Matsumoto and K. Yoshida, Yang-Baxter σ-models based on the CYBE,

Nucl. Phys. B 893 (2015) 287 [arXiv:1501.03665] [INSPIRE].

[33] S.J. van Tongeren, On classical Yang-Baxter based deformations of the AdS5 × S5

superstring, JHEP 06 (2015) 048 [arXiv:1504.05516] [INSPIRE].

[34] F. Delduc, M. Magro and B. Vicedo, An integrable deformation of the AdS5 × S5 superstring

action, Phys. Rev. Lett. 112 (2014) 051601 [arXiv:1309.5850] [INSPIRE].

[35] B. Hoare and D.C. Thompson, Marginal and non-commutative deformations via non-abelian

T-duality, JHEP 02 (2017) 059 [arXiv:1611.08020] [INSPIRE].

[36] D. Osten and S.J. van Tongeren, Abelian Yang-Baxter deformations and TsT

transformations, Nucl. Phys. B 915 (2017) 184 [arXiv:1608.08504] [INSPIRE].

[37] N. Seiberg and E. Witten, String theory and noncommutative geometry,

JHEP 09 (1999) 032 [hep-th/9908142] [INSPIRE].
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Abstract: We elaborate on the class of deformed T-dual (DTD) models obtained by first

adding a topological term to the action of a supercoset sigma model and then performing

(non-abelian) T-duality on a subalgebra g̃ of the superisometry algebra. These models

inherit the classical integrability of the parent one, and they include as special cases the so-
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1 Introduction

In this paper we investigate further the deformed T-dual (DTD) supercoset sigma mod-

els introduced in [1], and we find results that are of interest also when considering the

undeformed case, i.e. when applying just non-abelian T-duality (NATD).

The construction of DTD models is equivalent to applying NATD on a centrally ex-

tended subalgebra as first suggested in [2].1 The models are constructed by picking a

subalgebra of the (super)isometry algebra g̃ ⊂ g — the canonical example is the AdS5×S5

superstring where g = psu(2, 2|4) — and a 2-cocycle, i.e. an anti-symmetric linear map

ω : g̃⊗ g̃→ R satisfying

ω(X, [Y, Z]) + ω(Z, [X,Y ]) + ω(Y, [Z,X]) = 0 , ∀X,Y, Z ∈ g̃ . (1.1)

1The first hint of the relation of YB models to NATD appeared in [3] for the case of Jordanian defor-

mations.
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Together with an element of the corresponding group g̃ ∈ G̃, the 2-cocycle defines a 2-form

B = ω(g̃−1dg̃, g̃−1dg̃) which is closed, i.e. dB = 0, thanks to the 2-cocycle condition. The

idea behind the construction is to add this topological term to the supercoset sigma model

Lagrangian and then perform NATD on G̃. If ζB is added to the Lagrangian, with ζ

a parameter, the resulting model can be thought of as a deformation of the non-abelian

T-dual of the original model with deformation parameter ζ. The classical integrability of

the original sigma model is preserved by the deformation, since both adding a topological

term and performing NATD preserve integrability. We refer to [1] for more details on how

this procedure relates to the construction of [2]. Let us remark that DTD models may

be constructed starting from a generic σ-model, for example the principal chiral model as

in [1], and the starting model does not have to be (classically) integrable. In this paper we

will only consider the supercoset case.

It was proven in [1] that the so-called Yang-Baxter (YB) sigma models [4–7], defined

by an R-matrix solving the classical Yang-Baxter equation (CYBE), are equivalent to DTD

models with invertible ω. This relation was first conjectured and checked for many examples

— in the language of T-duality on a centrally extended subalgebra — in [2]. See also [8] for

a more detailed discussion of some of the examples. In [1] we used the fact that when ω is

invertible its inverse R = ω−1 solves the CYBE, and therefore defines a corresponding YB

model; by means of a field redefinition and relating the deformation parameters as η = ζ−1

we could prove the equivalence of the two sigma model actions [1].

Note that simply by setting the deformation parameter to zero, DTD models include

all non-abelian and abelian T-duals of the original supercoset model, including fermionic

T-dualities. Therefore all the statements we prove for DTD models apply also to (non-

abelian) T-duals of supercoset models. They are also easily seen to describe all so-called

TsT-transformations of the underlying supercoset model. In fact we will argue here that the

class of DTD models is closed under the action of NATD, as well as certain deformations,

meaning that applying these operations yields a new DTD model. They therefore represent

a very broad class of integrable string sigma models.

It was shown in [1] that these models are invariant under kappa symmetry, which

is needed to interpret them as Green-Schwarz superstrings. From the results of [9] it

follows that their target spaces must solve the generalised supergravity equations of [9, 10]

that ensure the one-loop scale invariance of the string sigma model. To have a fully

consistent superstring, however, we must require the stronger condition of Weyl invariance,

which implies that the target space should be a solution of the more stringent standard

supergravity equations. Here we show that Weyl invariance of the DTD model is equivalent

to the Lie algebra g̃ being unimodular, i.e. its structure constants should satisfy f jij = 0. In

fact, this condition is precisely the one found in [11, 12] when analysing the Weyl invariance

of bosonic sigma models under NATD by path integral considerations. The presence of ω

and the deformation does not modify the supergravity condition. When ω is invertible the

condition is also equivalent to unimodularity of the R-matrix R = ω−1, as defined in [13],

which was shown there to be the condition for Weyl invariance of YB models. The fact

that these conditions are the same was in fact an important hint that the latter should

have an interpretation involving NATD [2].

– 2 –



J
H
E
P
1
0
(
2
0
1
7
)
0
2
4

Here we give the detailed proof of kappa symmetry for DTD models and extract the

target space superfields from components of the torsion as was done for η (i.e. YB) and

λ models in [13]. In particular, the RR fields and dilaton are difficult to extract by other

means but we find that they are given by the simple expressions

e−2φ = sdet′Õ , Sα1β2 = −8i[Adh(1 + 4Ad−1
f Õ

−TAdf )]α1
γ1K̂γ1β2 , (1.2)

with Õ defined in (2.4) and S defined in (5.2) — for definitions of the remaining quantities

see sections 2 and 5. A by-product of these expressions is a formula for the transformation

of RR fields under NATD for the case of supercosets. As we show in section 5 it agrees,

for bosonic T-dualities, with the formula conjectured in [14], see also [15], but our formula

is valid also when doing fermionic T-dualities.

An advantage of the formulation of DTD models is that many statements about the

sigma model boil down to simple algebraic statements about the Lie algebra g̃. One

example is the Weyl invariance condition already mentioned, while another concerns their

transformation under NATD — possibly including additional deformation. The advantages

are clear also when discussing the isometries of these models. We show that they fall into

two classes; in fact, besides the standard ones, i.e. the unbroken part of the G isometries,

there are also certain (abelian) shift isometries. We prove that T-dualising on either type of

isometry we get back a DTD model; in particular, T-dualising on the first type of isometries

is equivalent to the simple operation of enlarging g̃ by the corresponding generators, while

T-dualising on the shift isometries removes generators from g̃. The latter operation can

be used to prove, in this context, that solutions of the generalised supergravity equations

are (formally) T-dual to solutions of the standard supergravity equations [10]. For more

general NATD, where one applies T-duality on both types of isometries at the same time, we

propose that the resulting model is still obtained in a similar way, namely simply by adding

to g̃ the isometry generators that lie outside of it and removing from it the generators that

are inside. We show that this conjecture is indeed consistent, i.e. the resulting model is a

well-defined DTD model, which turns out to be quite non-trivial. As already mentioned

this suggests that the class of DTD models is closed under (bosonic and fermionic) NATD,

including also the deformations considered here.

It was suggested in [1] that it might be possible to think of all DTD models as non-

abelian T-duals of YB models. Here we show that this is in fact not true by providing an

example of a DTD model which cannot be obtained from a YB model by NATD.

The outline of the paper is as follows. In section 2 we introduce the DTD models based

on supercosets, discuss their gauge invariances and the equivalence to YB models when ω

is invertible. Section 3 describes the two classes of global symmetries, or isometries, of

these models. We also address the question of what happens if one performs NATD and

deformation of a DTD model and argue that this gives a new DTD model, proving this in

simpler cases. Models which cannot be obtained by NATD of YB models are also discussed.

In section 4 we demonstrate the kappa symmetry of DTD models and write the DTD model

as a Green-Schwarz superstring. Given these results it is then straightforward to derive the

target space fields of the DTD model from components of the superspace torsion, which we
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do in section 5. This includes a derivation of the Weyl-invariance condition for these models.

In section 6 we work out the supergravity background for two examples of DTD models.

The first is equivalent to a well known TsT-background but is useful to demonstrate the

procedure. The second example is one of the new examples which cannot be obtained

from a YB model by NATD. We finish with some conclusions and open problems. Three

appendices contain some useful algebraic identities, a derivation of the DTD model action

and a proof of integrability.

2 The deformed T-dual models

As described in the introduction the deformed T-dual (DTD) models are constructed as

follows. We start with a supercoset sigma model, e.g. the AdS5 × S5 superstring [16] or

one of the other examples in [17, 18]. We single out a subalgebra g̃ ⊂ g of the (Z4-graded)

superisometry algebra and write the group element as g = g̃f with g̃ ∈ G̃ and f ∈ G. This

parametrization is of course redundant and introduces a corresponding G̃ gauge symmetry

g̃ → g̃h̃−1 and f → h̃f on which we will comment below. The second ingredient, which is

responsible for the deformation, is a Lie algebra 2-cocycle ω on g̃ satisfying (1.1). We add

to the original supercoset sigma model action the term

Sω =
T

4

∫
Σ
ζω(g̃−1dg̃, g̃−1dg̃) , (2.1)

where ζ is a parameter introduced to keep track of the deformation — if there exist many 2-

cocycles we could introduce a parameter for each.2 As explained already, this is equivalent

to adding a B-field to the action, which is closed by virtue of the 2-cocycle condition.

This term is therefore topological and has no effect on local properties of the theory —

issues with boundary conditions are more subtle and will not be considered here. The final

step is to perform NATD on g̃. This is done in the usual way by gauging the global g̃

symmetry and integrating out the gauge field. This procedure guarantees that properties

like integrability are preserved, see appendix C for an explicit proof. However, since T-

duality is a non-local transformation of the fields of the sigma model, ω will now affect

local properties of the deformed model.

If ω is a coboundary, meaning that ω(X,Y ) = f([X,Y ]) for some function f : g̃→ R,

the B-field is exact; this is equivalent to no deformation at all since B is pure gauge —

alternatively a field redefinition can remove the ζ dependent contributions in the deformed

model. Therefore non-trivial deformations are classified by the second (Lie algebra) co-

homology group H2(g̃). The same group also classifies non-trivial central extensions of g̃,

consistent with the interpretation of these models as arising from NATD on a centrally

extended subalgebra of the isometry algebra [2].

Performing the above procedure one obtains the DTD supercoset model action

S = −T
2

∫
d2σ

γij − εij

2
Str
(
Jid̂fJj + (∂iν − d̂Tf Ji)Õ−1(∂jν + d̂fJj)

)
, γij =

√
−hhij ,

(2.2)

2If ω has mixed Grassmann even-odd components the corresponding deformation parameter ζ would be

fermionic. Since the interpretation of such a fermionic deformation is not so clear we will generally assume

that ω has only even-even and odd-odd components and that ζ is real.
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and we refer to appendix B for the details of its derivation. Here J = dff−1 encodes the

degrees of freedom in f , while ν ∈ g̃∗ denotes the dualised degrees of freedom coming from

g̃. We have further defined

d̂f = Adf d̂Ad−1
f , d̂ = P (1) + 2P (2) − P (3) , d̂T = −P (1) + 2P (2) + P (3) , (2.3)

where P (i) project onto the corresponding Z4-graded component of g =
∑3

i=0 g
(i) and Õ−1

is the inverse3 of the linear operator Õ : g̃→ g̃∗

Õ = P̃ T (d̂f − adν − ζω)P̃ . (2.4)

Given a basis {Ti} of g̃ and using the fact that g has a non-degenerate metric given by the

supertrace, we define the Lie algebra g̃∗ ⊂ g dual to g̃ by taking as dual basis {T i}, where

Str(T jTi) = δji . Then we have P̃ and P̃ T which are projectors onto g̃ and g̃∗ respectively.

At the same time we are thinking of the 2-cocycle ω as a map ω : g̃ → g̃∗ so that the

cocycle condition takes the form

ω[x, y] = P̃ T ([ωx, y] + [x, ωy]) , ∀x, y ∈ g̃ . (2.5)

Therefore, modulo the projector on the right-hand-side, ω acts as a derivation with respect

to the Lie bracket, similarly to adν which is a derivation thanks to the Jacobi identity.

In general one needs to make sure that the inverse Õ−1 exists in order to be able to

define the model, and this puts some restrictions on the subalgebra g̃. By expanding in the

parameter ζ we can think of the DTD model as a deformation of the non-abelian T-dual

of the original model, since taking ζ = 0 reduces to ordinary NATD. Therefore, at least

for a small deformation parameter the invertibility is guaranteed if one can apply NATD

with respect to g̃. There may also be cases in which NATD cannot be implemented but the

operator is invertible for finite values of ζ, i.e. the cocycle removes the 0-eigenvalues of Õ.

We now want to turn to the discussion of the gauge invariances of the action (2.2) of

DTD models. Besides the fermionic kappa symmetry, which will be discussed separately

in section 4, the action has two types of gauge invariances:

1. Local Lorentz invariance:

f → fh , h ∈ H = G(0) . (2.6)

2. Local G̃ invariance:

f → h̃f , ν → P̃ T
(

Adh̃ν + ζ
1− eadx

adx
ωx

)
, h̃ = ex ∈ G̃ ⊂ G . (2.7)

The former is obvious and, as in the case of supercosets, it boils down to the fact that

P (0) is missing in d̂. As mentioned at the beginning of this section, the latter comes about

from the decomposition of the original group element as g = g̃f where multiplication of g̃

from the right by an element of G̃ can be compensated for by multiplying f on the left by

3Notice that ÕÕ−1 = P̃T and Õ−1Õ = P̃ rather than 1.
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the inverse group element. To verify that the action is indeed invariant under the second

type of symmetry we use the identities (A.7) and (A.8) that say how the transformations

of Õ and dν can be rewritten. Then the difference of the actions after and before the

transformation (2.7) is proportional to∫
d2σεijStr

(
2∂iνh̃

−1∂j h̃+ h̃−1∂ih̃(adν + ζω)(h̃−1∂j h̃)
)
. (2.8)

The terms involving ν combine to a total derivative, and the one with ω is closed as already

remarked, meaning that it is also a total derivative at least locally. This establishes the

invariance of the action under the local transformation (2.7). This gauge invariance is

obviously present also in the case of NATD, where the shift of ν is absent since ζ = 0.

The classical integrability of DTD models may be argued by the fact that they are

obtained by adding a closed B-field and then applying NATD to the action of a supercoset,

since neither of these operations breaks classical integrability, see e.g. [19] for the argument

in the case of NATD. In appendix C we give a direct proof of the classical integrability of

these models by showing that, similarly to what was shown in the case of DTD of PCM

in [1], the on-shell equations can be recast into the flatness condition

εij(∂iLj + LiLj) = 0 , (2.9)

for the Lax connection

Li = A
(0)
i + zA

(1)
i +

1

2

(
z2 + z−2

)
A

(2)
i +

1

2
γijε

jk
(
z−2 − z2

)
A

(2)
i + z−1A

(3)
i , (2.10)

where z is the spectral parameter, Ai = Ai+ +Ai− and Ai± ≡ Ad−1
f (Ãi±+J i±), with Ãi± given

in (B.5). See appendix B for our notation. Notice that the presence of the Lax connection

still implies that we have conserved charges corresponding to the full original g symmetry.

However, in contrast to the case of supercosets, for DTD models one cannot argue any

more that they are all local, see appendix C.

2.1 Relation to Yang-Baxter sigma models

Given a DTD model with a cocycle ω which is non-degenerate on g̃, we can show that the

action can be recast into the one of a YB model via a field redefinition. This result was

first presented in [1] and we collect here more details of the proof.

Given a non-degenerate ω we denote its inverse by R = ω−1. From the cocycle condi-

tion for ω it follows that R solves the CYBE on g̃∗. Conversely any solution of the CYBE

on g defines an invertible 2-cocycle on a subalgebra4 g̃, which demonstrates the one-to-one

correspondence between DTD models with invertible ω and YB sigma models based on an

R-matrix solving the CYBE. The field redefinition that relates the two models is

ν = ζP̃ T
1−Adḡ

adRx
ωRx , ḡ = eRx ∈ G̃ , (2.11)

4This follows from the fact that the subspace on which R is invertible must be a subalgebra due to the

CYBE [20]. Since ω = R−1 is a 2-cocycle on this subalgebra the subalgebra is quasi-Frobenius. Note that

these results are true also for non-semisimple algebras and superalgebras.
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with x ∈ g̃∗ so that Rx ∈ g̃. In fact, using the identities in (A.5) and (A.4) we find

dν = P̃ T (adν + ζω)(ḡ−1dḡ) , P̃ T adνP̃ = ζP̃ TAd−1
ḡ ωAdḡP̃ − ζω , (2.12)

and the action (2.2) becomes, after a bit of algebra,

S = −T
2

∫
d2σ

γij− εij

2
Str

(
g−1∂igd̂

(
1− Rgd̂

Rgd̂− ζ

)
g−1∂jg+ ḡ−1∂iḡ(adν + ζω)ḡ−1∂j ḡ

)
,

(2.13)

where we have defined g = ḡf and Rg = Ad−1
g RAdg. The last term vanishes up to a total

derivative and we are left precisely with the action of the YB sigma model [6, 7]

S = −T
2

∫
d2σ

γij − εij

2
Str
(
g−1∂ig d̂ (1− ηRgd̂)−1(g−1∂jg)

)
, (2.14)

with deformation parameter η = ζ−1. In the special case when g̃ is abelian the DTD model

is equivalent to a TsT transformation of the original supercoset sigma model, in agreement

with the YB side for abelian R [2, 21].

Let us mention that one can also construct a YB model for an R-matrix solving the

modified CYBE, whose action takes essentially the same form as the above one [6]; however,

in that case it is not clear how to define the operator corresponding to ω, and the relation

to DTD models remains unclear. This case should be related by Poisson-Lie T-duality to

the λ-model of [19, 22].

We will argue in the next section that all (bosonic and fermionic) non-abelian T-duals

of YB sigma models can be described as DTD models with certain degenerate ω. The

converse is not true, in fact it is possible to identify DTD models which are not related to

YB models by NATD; we refer to section 3.2 for an example and a discussion on this.

3 Global symmetries

We will now describe the global symmetries, i.e. superisometries, of DTD models. Setting

ζ = 0 and ignoring the presence of ω this discussion reduces to what one would have in

the case of NATD. In order to identify the global symmetries of these models we study the

global transformations that leave the action invariant, modulo gauge transformations with

a global parameter, since the latter would not produce any Noether charge. We find two

types of global symmetries:5

1. Unbroken global G-transformations :

f → g0f , ν → P̃ TAdg0ν , g0 ∈ G and g0 /∈ G̃,

such that (1− P̃ )Adg0P̃ = 0 , P̃ TAd−1
g0
ωAdg0P̃ = ω .

(3.1)

The requirement g0 /∈ G̃ comes from the fact that for g0 ∈ G̃ a combination of this

isometry and the shift isometries described below is equivalent to a global G̃ gauge

transformation.
5The two sets of transformations do not commute and their commutator is a transformation of the

second type.

– 7 –



J
H
E
P
1
0
(
2
0
1
7
)
0
2
4

2. Global shifts of ν:

ν → ν + λ , λ ∈ g̃∗ such that P̃ T adλP̃ = 0 . (3.2)

Note that the set of such λ’s will in general not close into a subalgebra, although the

corresponding isometry transformations of course commute since they are just shifts

of ν.

In the case when ω is invertible, which is equivalent to a YB sigma model with R = ω−1,

it is not hard to show that these isometries coincide with the ones of the YB model which

are normally written as t ∈ g such that Radt = adtR.

Having global symmetries at our disposal means that we can gauge them and im-

plement further NATD. Before discussing the details of this in the next subsection, we

would like to exploit this possibility to make a comment regarding Weyl invariance of DTD

models. As we prove in section 5, the target spaces of DTD models solve the standard

supergravity equations if and only if the Lie algebra g̃ is unimodular, i.e. fab
b = 0. The

standard supergravity equations are equivalent to the Weyl invariance at one-loop for the

sigma-model, as opposed to just the scale invariance implied by the generalised supergrav-

ity equations [9, 10]. In the non-unimodular case fab
b 6= 0, and this defines a distinguished

element of g̃; we can rotate the basis so that this element is T1, i.e. f1b
b 6= 0 and fab

b = 0

for a 6= 1. The important observation is that the dual of the generator T1 corresponds to

an isometry. In fact, taking the trace of the Jacobi identity we find fab
1 = 0 and therefore

Str(TbadT 1Ta) = fab
1 = 0 , (3.3)

where T a ∈ g̃∗. This confirms that T 1 satisfies (3.2) and can be used to generate a shift

isometry. Using the results of the next subsection, applying T-duality along the isometry

direction T 1 one obtains a DTD model where T1 is removed from g̃, so that the subalgebra

that is left is now unimodular. Therefore, to each DTD model which is not Weyl invariant

we can associate a Weyl invariant one obtained by (formal6) T-duality along a particular

isometry direction. Obviously this possibility fails if there are obstructions to carrying out

the T-duality, e.g. if the isometry in question is a null isometry. More generally, solutions

of the generalised supergravity equations are formally T-dual to solutions of the standard

supergravity equations [9, 10], and the above argument shows this relation in the specific

context of DTD models.

3.1 DTD of DTD models

It is interesting to start from a DTD model as in (2.2) and further perform NATD, possibly

including a deformation by a cocycle. We do this on the one hand to show that the

application of these transformations on the sigma model does not require to start from

a supercoset formulation, on the other hand to show that after these transformations we

6Our discussion of isometries is at the level of the classical sigma model action, where the dilaton only

appears in the combination F = eφF — together with RR fields — and in derivatives ∂φ. When performing

the T-duality we ignore the Fradkin-Tseytlin term, which will break the isometry referred to here.
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obtain a new DTD model. We will also use these results to argue that the example of the

next subsection is not related to a YB model by NATD.

We can apply NATD by gauging the global isometries discussed above and dualising

the corresponding directions. Obviously, the choice of the type of isometries that we want

to dualise will produce qualitative differences. In fact, if we consider isometries of the first

type (3.1) and dualise a subalgebra ĝ, we essentially enlarge the subalgebra g̃. If instead we

consider isometries of the shift type (3.2) and dualise a subspace V̄ ∗ ⊂ g̃∗, then we remove

generators from the subalgebra g̃. The combination of isometry transformations that we

consider here is therefore

f = ĝf ′ , ν = P̃ T (Adĝν
′ + λ̄) , with ĝ ∈ Ĝ , λ̄ ∈ V̄ ∗ . (3.4)

After gauging them in the usual way we obtain a sigma model action which is just the one

in (2.2), where we replace7

f → f ′ , J → J ′ + Â , dν → dν̌ + P̌ T [Â, ν̌] + ā , (3.5)

where Â ∈ ĝ is the non-abelian gauge field corresponding to the Ĝ isometries and ā ∈ V̄ ∗

is the abelian gauge field corresponding to the shift isometries. We add to the action

the terms8

− T
∫
d2σ Str(ν̂F̂+− + ρ̄f̄+− − ζ̂Â+ω̂Â−) , (3.6)

where F̂+− = ∂+Â− − ∂−Â+ + [Â+, Â−] and f̄+− = ∂+ā− − ∂−ā+, ν̂ and ρ̄ are two new

Lagrange multipliers, and ω̂ is a cocycle on ĝ. Integrating out ν̂ and ρ̄ one obtains the

action from which we started; to apply NATD we integrate out Â and ā instead.

We will now describe what happens when we dualise either ĝ or V̄ ∗, and then use it

to argue what should happen in the most general case where one dualises on both at the

same time.9

Dualising type 1 isometries. Consider first isometries of type 1 above, where we have

P̂ + P̌ = P̃ and P̂ P̌ = 0. After a bit of algebra and dropping primes, we find that the new

action takes the form S = −T
∫
d2σStr(J+d̂fJ− + (∂+ν − d̂Tf J+)Q(∂−ν + d̂fJ−)) where

ν = ν̌ + ν̂ and Q is an operator acting on g̃ = ǧ⊕ ĝ which can be written in a 2× 2 block

form as

Q =

(
Ǒ−1 + Ǒ−1(d̂f − adν̌)U−1(d̂f − adν̌)Ǒ−1 −Ǒ−1(d̂f − adν̌)U−1

−U−1(d̂f − adν̌)Ǒ−1 U−1

)
, (3.7)

7We will now use the notation ν̌ ∈ ǧ for the field and the subalgebra of the DTD model from which

we start. Similarly, we will denote the corresponding operators as P̌ , Ǒ, etc. We do this because we want

to reserve the usual notation for the DTD model that is obtained at the end, after applying the further

deformation of NATD.
8For the sake of the discussion here we fix conformal gauge γ+− = γ−+ = ε−+ = −ε+− = 2 where

σ± = τ ± σ. In principle it is also possible to add a deformation for the second type of isometry by adding

a term āω̄′ā, but we will not consider this possibility further here.
9In the rest of this section we absorb the parameter ζ into ω to simplify the expressions.
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where10 U = Ô − P̂ T (d̂f − adν̌)Ǒ−1(d̂f − adν̌)P̂ . It is straightforward to check that if we

take ω = ω̌ + ω̂ and define Õ as in (2.4), then its decomposition in block form is

Õ =

(
Ǒ P̌ T (d̂f − adν̌)P̂

P̂ T (d̂f − adν̌)P̌ Ô

)
, (3.8)

and that Q = Õ−1. Therefore performing DTD by exploiting the unbroken isometries of

the first type is equivalent to the simple operation of enlarging the dualised subalgebra

as g̃ = ǧ ⊕ ĝ, which is a Lie algebra due to the isometry condition [ĝ, ǧ] ⊂ ǧ. As for the

deformation, we are just adding new contributions, and ω = ω̌ + ω̂ is a 2-cocycle on g̃ due

to the isometry conditions in (3.1).

Dualising type 2 isometries. For isometries of type 2 we have P̄ T that projects on

the space V̄ ∗, so that P̄ P̌ = P̌ P̄ = P̄ and P̃ = P̌ − P̄ . When integrating out ā± we get

equations where P̄ Ǒ−1 appears, so that it is convenient to use the block decomposition on

the space g̃⊕ V̄

Ǒ−1 ≡

(
Õ P̃ T (d̂f − adν̃ − ω̌)P̄

P̄ T (d̂f − adν̃ − ω̌)P̃ P̄ T (d̂f − adν̃ − ω̌)P̄

)−1

(3.9)

=

(
Õ−1 + Õ−1(d̂f − adν̃ − ω̌)U−1(d̂f − adν̃ − ω̌)Õ−1 −Õ−1(d̂f − adν̃ − ω̌)U−1

−U−1(d̂f − adν̃ − ω̌)Õ−1 U−1

)
,

where U = P̄ T (d̂f − adν̃ − ω̌)P̄ − P̄ T (d̂f − adν̃ − ω̌)Õ−1(d̂f − adν̃ − ω̌)P̄ .

Note that g̃ = {x ∈ ǧ | Str(xλ) = 0 , ∀λ ∈ V̄ ∗} is indeed a subalgebra since for x, y ∈ g̃

we have Str([x, y]λ) = −Str(xadλy) = 0 as a consequence of (3.2). In fact for x, y ∈ ǧ we

have in the same way [x, y] ∈ g̃. This means in particular that if V̄ closes into a subalgebra

it must be abelian. Clearly ω̌ reduces to a 2-cocycle ω̃ = P̃ T ω̌P̃ on g̃.

After some algebra and dropping a total derivative dνdρ̄-term, the dualised action

becomes

−T
∫
d2σStr

(
(J+ + ∂+ρ̄)d̂f (J− + ∂−ρ̄) + (∂+ν̃ − d̂Tf J+)Õ−1(∂−ν̃ + d̂fJ−)

+ (∂+ν̃ − d̂Tf J+)Õ−1(d̂f − adν̃ − ω̌)∂−ρ̄− ∂+ρ̄(d̂f − adν̃ − ω̌)Õ−1(∂−ν̃ + d̂fJ−)

− ∂+ρ̄(d̂f − adν̃ − ω̌)Õ−1(d̂f − adν̃ − ω̌)∂−ρ̄− ∂+ρ̄(adν̃ + ω̌)∂−ρ̄
)
. (3.10)

As expected ν̄ = ν̌−ν̃ has dropped out, since we have dualised the corresponding directions.

Finally ρ̄ can be removed by the field redefinition

f → h̄f , ν̃ → P̃ T
(

Adh̄ν +
1−Adh̄

adρ̄
ω̌ρ̄

)
, h̄ = e−ρ̄ , (3.11)

which resembles a G̃ gauge transformation except for the fact that h̄ /∈ G̃. To check that

we match with the DTD action in (2.2) we use the fact that under the above redefinition

10The operators Ǒ, Ô are obtained from Õ by dressing ν, ω and the projectors with checks or hats.
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Õ → P̌ TAdh̄ÕAd−1
h̄
P̌ which follows from11

P̌ T adν̃P̌ → P̌ TAdh̄P̌
T adνP̌Ad−1

h̄
P̌ + P̌ TAdh̄ω̌Ad−1

h̄
P̌ − ω̌ ,

dν̃ → P̌ TAdh̄(dν − adν(h̄−1dh̄)− ω̌(h̄−1dh̄)) .
(3.12)

The calculations are simple when V̄ is a (abelian) subalgebra since in that case h̄−1dh̄ =

−Ad−1
h̄
dρ̄ and the last dρ̄dρ̄ term vanishes up to a total derivative. When V̄ is not a

subalgebra it is clear that it must still work since these are abelian isometries and we can

just T-dualise one at a time. It is nevertheless instructive to show this explicitly. To do

this we use the fact that h̄−1dh̄+ Ad−1
h̄
dρ̄ is in g̃ since it involves commutators of elements

from V̄ . This simplifies the left-over terms to
∫
dσ2εijStr(h̄−1∂ih̄ ω̌(h̄−1∂j h̄)) which indeed

is a total derivative term and can be dropped. As anticipated, we get that T-dualising on

the shift isometries is equivalent to shrinking g̃ by removing the generators in V̄ .

Dualising type 1 and 2 isometries. We have seen that dualising on the isometries

outside of g̃ has the effect of adding the corresponding generators to g̃. Similarly dualis-

ing on isometries inside g̃ effectively removes the corresponding generators. The natural

conjecture is then that dualising on both types of isometries at the same time again just

adds/removes the generators outside/inside g̃ to give the g̃ of the resulting model.

To be more specific, start from a DTD model with a cocycle on the subalgebra12 ǧ and

imagine the most general NATD of this DTD model where we dualise isometries ti /∈ ǧ of

type 1 as in (3.1) and λI ∈ ǧ∗ of type 2 as in (3.2). Our conjecture is that this results in a

new DTD model where now

g̃ = {x = y̌ + aiti , y̌ ∈ ǧ | Str(λI y̌) = 0 , ∀λI such that Str(λI [ti, tj ]) = 0 , ∀ti, tj} . (3.13)

In other words, g̃ is obtained by adding to ǧ all generators ti and by removing all elements

which are dual to λI , except when these are generated in commutators [ti, tj ]. In fact,

we want the last condition on λI because the commutator of two isometries of type 1 can

generate an isometry of type 2, and if we are adding the ti we want to make sure that

they close into an algebra. Here we will not work out explicitly the transformation of the

action under this NATD since this is quite involved, we will rather just check that this

expectation makes sense and such a DTD model is well-defined.

To start, we must assume that the isometries on which we dualise form a subalgebra

of the isometry algebra. This implies the conditions

[ti, tj ] = cij
ktk + čij

K′ ťK′ , ω̌(ťI′) = δII′λI , P̌ T adtiλI = ciI
JλJ , (3.14)

with some coefficients cij
k, čij

k and ciI
J . The generators ťK′ ∈ ǧ appear because, as

already mentioned, the commutators of two ti can generate an element in ǧ. These must

still satisfy the second condition in (3.1) which translates to the second condition above.

11These are proved using (A.4), (A.5) and P̃Adh̄P̌ = Adh̄P̃ , the last being a consequence of [x, y] ∈ g̃ for

any x, y ∈ ǧ.
12Also here we prefer to change notation and call ǧ the original subalgebra, so that g̃ will be used for the

algebra obtained after applying NATD.
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The first consistency check is to show that g̃ defined above indeed forms a subalgebra of

g so that the corresponding DTD model can be defined. Commuting two elements of g̃

we get

[y̌ + aiti, ž + bjtj ] = [y̌, ž]− biadti y̌ + aiadti ž + aibj [ti, tj ] . (3.15)

The isometry conditions in (3.1) indeed imply that the second and third term are in ǧ.

Taking the supertrace with λI satisfying Str(λI [ti, tj ]) = 0 we get

Str([y̌, ž]λI) + biciI
JStr(y̌λJ)− aiciIJStr(žλJ) = −Str(y̌adλI ž) = 0 , (3.16)

where we used the conditions (3.14) and the fact that y̌, ž ∈ g̃ and, in the last step, the

isometry condition (3.2) for λI . This proves that indeed g̃ in (3.13) defines a subalgebra

of g. To define a 2-cocycle on g̃ we take ω = P̃ T ω̌P̃ — we could also add an additional

deformation in the ti directions but we will not do so here— and we find

ω[y̌ + aiti, ž + bjtj ] = P̃ T
(

[ω̌y̌, ž + biti] + [y̌ + aiti, ω̌ž] + aibjω̌[ti, tj ]
)

= P̃ T [ωy̌, ž + biti] + P̃ T [y̌ + aiti, ωž] + aibjP̃
T ω̌[ti, tj ] , (3.17)

where we used the cocycle condition for ω̌, the fact that adti commutes with ω̌ (3.1), and

in the last step we used (A.1). The first two terms are precisely what we want, it remains

to show that the last one vanishes. By the conditions (3.14) this term is proportional to

a combination of λI and therefore the P̃ T projection means that this term vanishes unless

Str([tk, tl]ω̌[ti, tj ]) 6= 0 for some k, l. However

Str([tk, tl]ω̌[ti, tj ]) =
1

2
Str(ω̌[[ti, tj ], [tk, tl]])

=
1

2
Str(P̌ T [ω̌[ti, tj ], [tk, tl]]) +

1

2
Str(P̌ T [[ti, tj ], ω̌[tk, tl]])

=
1

2
čij

IStr(P̌ T adλI [tk, tl])−
1

2
čkl

IStr(P̌ T adλI [ti, tj ]) = 0 , (3.18)

where we used the cocycle condition and the isometry condition in (3.2). Therefore ω is

indeed a 2-cocycle on g̃ and the corresponding DTD model is well-defined.

3.2 DTD models not related to YB models by NATD

Here we want to present an example of a DTD model which is not related to a YB model

by NATD.13 To argue that this is the case we use two important facts concerning the

dualisation of the two types of isometries discussed above. First, when dualising isometries

of type 1, thanks to the condition (3.1) the original ǧ will become an ideal of the larger

algebra g̃ that is obtained by adding the generators ti, i.e. by applying NATD. That means

that starting from a YB model — or, rather, its corresponding DTD model with non-

degenerate ω — NATD on isometries of type 1 will produce a DTD model with a cocycle

non-degenerate on an ideal of g̃. When we include also isometries of type 2 it remains true

13Let us mention that it is possible to find examples where ω — as well as any 2-cocycle in its equivalence

class — is non-degenerate on a space which does not close into an algebra. This corrects a statement in the

first version of [1].
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that what is left of ǧ forms a proper ideal inside g̃, on which, however, ω does not have to

be non-degenerate. We also remark that, since they are realised as linear shifts, isometries

of type 2 are commuting and are therefore still present even after applying abelian T-

duality along them. After the dualisation the corresponding symmetry will be realised as

an isometry of type 1.

Consider the following algebra and corresponding 2-cocycle

g̃ = span{p1, p2, p3, J12} , ω = k3 ∧ J12 , (3.19)

where we refer to [13] for our definitions and conventions on the generators of the conformal

algebra so(2, 4). The above 2-cocycle is defined on a space which is not an ideal of g̃, and

it is clear that adding an exact term to ω cannot change this, since the only terms that

we could add are k1 ∧ J12 and k2 ∧ J12. According to the above discussion, this rules out

the possibility of this example coming from dualising isometries of type 1 of a YB model.

In fact, since there is no proper ideal in g̃ that contains the subspace {p3, J12} where ω

is defined, a combination of isometries of type 1 and type 2 is also ruled out. This leaves

only the possibility that this example is generated by T-dualising isometries of type 2 only.

If it were true that it comes from a YB model by dualising isometries of type 2, these

should be realised here as isometries of type 1 and we would be able to dualise them back

to find a YB model (in DTD form). However, in this example the only isometry of type 1

corresponds to p0, and adding p0 to g̃ does not help in making the cocycle non-degenerate

on the dualised algebra. We therefore conclude that the above example is not related to

a YB model by NATD,14 and we refer to section 6.2 for the corresponding supergravity

background.

The above example may be obtained by dropping one of the two terms in R11 in table

2 of [13], and similar examples coming from dropping a term in other rank 4 R-matrices

of [13] are e.g.

g̃ = span{p1, p2, p3, p0 + J12} , ω = k3 ∧ (k0+ J12) , from R10 .

g̃ = span{p0, p1, p2, J12} , ω = k0 ∧ J12 , from R13 .

g̃ = span{p1, p2, J12, J03} , ω = J12 ∧ J03 , from R14 .

(3.20)

In each case it is easy to see that ω cannot be defined on an ideal in g̃ even if we add

exact terms — in the first case the only terms that we could add are k1 ∧ (k0 + J12) and

k2 ∧ (k0 +J12), in the second and third case they are k1 ∧J12 and k2 ∧J12. In the first case

the only isometry of type 1 corresponds to p0, while in the second and third there is no

isometry of type 1. Note that the second case can be embedded into so(2, 3) and therefore

gives a deformation also of AdS4.

4 Kappa symmetry and Green-Schwarz form

As we will show in a moment the action of DTD models is invariant under kappa symmetry

variations, and this will allow us to put it into the Green-Schwarz form. To show invariance

14It would be interesting to understand whether this or similar examples are related to YB models in

other ways, e.g. contractions.
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under kappa symmetry we need to consider the variation of the action under the fields ν

and f , as well as the worldsheet metric γij . The variation of the action with respect to the

fields is computed in (C.1). To define a kappa symmetry variation we should also say how

δf and δν are expressed in terms of the kappa symmetry parameters κ̃
(j)
i , each of them

being a local Grassmann parameter of grading j. We define Ai± ≡ Ad−1
f (Ãi± + J i±), where

subscripts ± indicate that we act with the worldsheet projectors in (B.3) and Ãi± is given

in (B.5); we take15

d̂T (f−1δκf) = Ad−1
f δκν = −{iκ̃(1)

i , A
(2)i
− }+ {iκ̃(3)

i , A
(2)i
+ } . (4.1)

This relation is fixed by noticing that after we impose it the total variation of the action

with respect to the fields simplifies considerably, and we find

(δf + δν)S = −T
2

∫
d2σ 4 Str

(
A

(2)i
− A

(2)j
− [A

(1)
+i , iκ̃

(1)
j ] +A

(2)i
+ A

(2)j
+ [A

(3)
−i , iκ̃

(3)
j ]
)

= −T
2

∫
d2σ

1

2

[
Str
(
A

(2)i
− A

(2)j
−

)
Str
(
W [A

(1)
+i , iκ̃

(1)
j ]
)

+ Str
(
A

(2)i
+ A

(2)j
+

)
Str
(
W [A

(3)
−i , iκ̃

(3)
j ]
) ]

.

(4.2)

Here we used the property Ai±B
j
± = Aj±B

i
±, which follows from the identity P ij± P

kl
± =

P il±P
kj
± , as well as the identity

A
(2)i
± A

(2)j
± =

1

8
W Str(A

(2)i
± A

(2)j
± ) + cij18 , (4.3)

where cij is an expression which is not interesting for this calculation, and W =

diag(14,−14) is the hypercharge. The above variation does not vanish but it can be com-

pensated by the contribution coming from varying the worldsheet metric. In fact, we first

notice that the contribution of the terms involving the worldsheet metric to the action may

be written as

Sγ = −T
2

∫
d2σγij Str

(
E

(2)
i E

(2)
j

)
, (4.4)

where we have two possible choices for the bosonic vielbein which are related by a local

Lorentz transformation, either E(2) = A
(2)
+ or E(2) = A

(2)
− , where

A+ = Ad−1
f (J + Õ−T (dν − d̂Tf J)) , A− = Ad−1

f (J − Õ−1(dν + d̂fJ)) . (4.5)

The subscript on A± is here used only to distinguish the two fields and should not be

confused with the ± used to denote the worldsheet projections; however, we choose this

notation since projecting on A± with P ij± after reintroducing worldsheet indices we obtain

in fact the Ai± used above.16 We declare the kappa symmetry variation of the worldsheet

metric to be

δκγ
ij = −1

2

[
Str
(
W [A

(1)i
+ , iκ̃

(1)j
+ ]

)
+ Str

(
W [A

(3)i
− , iκ̃

(3)j
− ]

)]
, (4.6)

15We write the kappa symmetry transformation in this way rather than the one in [1] because we want

P (0)Ad−1
f δκν = 0.

16A caveat is that the projections of A± in (4.5) with P ij∓ do not vanish, while P ij∓ A±j = 0. We trust

that this will not create confusion, since the notation has clear advantages and those projections will never

be needed.
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so that the total variation of the action under kappa symmetry transformations vanishes

(δf + δν + δγ)S = 0. The kappa symmetry transformations for the fields may be also recast

into the form

iδκzE
(2) = 0 , iδκzE

(1) = P ij− {iκ
(1)
i , E

(2)
j } , iδκzE

(3) = P ij+ {iκ
(3)
i , E

(2)
j } , (4.7)

where κ(1) = Adhκ̃
(1) and κ(3) = κ̃(3) and where we made a choice for the bosonic and

fermionic components of the supervielbeins

E(2) = A
(2)
+ = AdhA

(2)
− , E(1) = AdhA

(1)
+ , E(3) = A

(3)
− . (4.8)

The above transformations are the standard ones for kappa symmetry, and the action also

takes the standard Green-Schwarz form

S = −T
2

∫
d2σ γijStr(E

(2)
i E

(2)
j )− T

∫
B , (4.9)

where the B-field is

B =
1

4
Str(J ∧ d̂fJ + (dν − d̂Tf J) ∧ Õ−1(dν + d̂fJ)) . (4.10)

As already noticed, A
(2)
+ and A

(2)
− are related by a local Lorentz transformation, A

(2)
+ =

AdhA
(2)
− for some h ∈ G(0). For later convenience we can also relate other components of

A+ and A− as follows17

A− = MA+ , P (2)M = Ad−1
h P (2) , (4.11)

M = Ad−1
f [1− P̃ − Õ−1ÕT − 4Õ−1AdfP

(2)Ad−1
f (1− P̃ )]Adf

= 1− 4Ad−1
f Õ

−1AdfP
(2) ,

while M−1 is given by the same expression as M but with Õ replaced by its transpose

ÕT = P̃ T (d̂Tf + adν + ζω)P̃ . From this we can derive the useful relation

M−1 − 1 = −(M − 1)Adh . (4.12)

5 Target space superfields

In this section we will derive the form of the target space supergravity superfields for the

DTD model. The calculations are very similar to the ones performed in [13] for the η-

model and λ-model. Once the action and kappa symmetry transformations are written in

Green-Schwarz form as in (4.9) and (4.7), the easiest way to extract the background fields

is by computing the torsion T a = dEa +Eb ∧Ωb
a and Tα = dEα − 1

4(ΓabE)α ∧Ωab where

17As a consequence of this we have for example A
(3)
+ = E(3) − P (3)ME(2).
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Ωab is the spin connection superfield. It was shown in [9] that the constraints on the torsion

implied by kappa symmetry take the form18

T a = − i

2
EγaE ,

TαI =
1

2
EαI Eχ+

1

2
(σ3E)αI Eσ3χ− 1

4
EγaE (γaχ)αI − 1

4
Eγaσ

3E (γaσ3χ)αI

− 1

8
Ea (Eσ3γbc)αIHabc −

1

8
Ea (EγaS)αI +

1

2
EbEa ψαIab , (5.1)

for the type IIB case.19 The target space superfields contained here are the dilatino super-

fields χαI , the gravitino field strengths ψαIab , where I = 1, 2 denotes the two Majorana-Weyl

spinors of type IIB, as well as the NSNS three-form field strength H = dB and “RR field

strengths” encoded in the anti-symmetric 32 × 32 bispinor

S = −iσ2γaFa −
1

3!
σ1γabcFabc −

1

2 · 5!
iσ2γabcdeFabcde . (5.2)

Kappa symmetry implies that the target space is generically only a solution of the gener-

alised type II supergravity equations defined in [9] and first written down, for the bosonic

sector, in [10]. However, when the (Killing) vector

Ka = − i

16
(γaσ3)αIβJ∇αIχβJ (5.3)

vanishes one gets a solution of standard type II supergravity, and a one-loop Weyl invariant

string sigma model. In that case there exists a dilaton superfield φ such that χαI = ∇αIφ
and the RR field strengths are defined in terms of potentials in the standard way F =

eφdC + · · · [23, 24].

Given that the supervielbeins for the DTD model are defined in terms of A± as in (4.8)

we need to compute the exterior derivative of A± defined in (4.5) to find the torsion. With

a bit of work one finds the deformed “Maurer-Cartan” equations20

dA+ =
1

2
{A+, A+} −

1

2
Ad−1

f Õ
−TAdf

(
d̂T {A+, A+} − 2{A+, d̂

TA+}
)
, (5.4)

dA− =
1

2
{A−, A−} −

1

2
Ad−1

f Õ
−1Adf

(
d̂{A−, A−} − 2{A−, d̂A−}

)
, (5.5)

where we have used the identity (A.1) and the fact that, due to the Jacobi identity and the

2-cocycle condition (2.5), both adν and ω effectively act as derivations on the Lie bracket.

Projecting the first equation with P (2) and using (4.8) and (4.11) we get

dE(2) = {A(0)
+ , E(2)}+

1

2
{E(1), E(1)}+

1

2
{E(3), E(3)} − {E(3), P (3)ME(2)}

− P (2)MT {E(2), E(3)}+
1

2
{P (3)ME(2), P (3)ME(2)}

+ P (2)MT {E(2), P (3)ME(2)} − 1

2
P (2)MT {E(2), E(2)} . (5.6)

18This is valid only for a suitable choice of the spin connection, which can however be extracted from the

same equations. We have dropped the ∧’s for readability.
19Essentially identical expressions hold for type IIA, cf. [23].
20We use anti-commutators rather than commutators because the objects that appear are one-forms, and

therefore naturally anti-commute.
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Using A
(0)
+ = 1

2A
ab
+ Jab, E

(2) = EaPa etc. and the algebra in appendix A of [13] this gives the

form for the bosonic torsion T a in (5.1) provided that we identify the spin connection with21

Ωab = (A+)ab + 2i(E2γ[a)βM
β2
b] +

3i

2
EcMα2

[a(γb)αβM
β2
c] +

1

2
Ec(Mab,c− 2Mc[a,b]) . (5.7)

In a similar way, using (4.8) and (5.5) we find that

dE(3) = {A(0)
+ , E(3)}+ {P (0)ME(2), E(3)}

+ Ad−1
h {E

(1) + P (1)AdhME(2), E(2)}+
1

2
P (3)M{E(3), E(3)}

+ 2P (3)Ad−1
f Õ

−1Adf

(
2Ad−1

h {E
(1) + P (1)AdhME(2), E(2)}+Ad−1

h {E
(2), E(2)}

)
,

(5.8)

which leads to the torsion Tα2 taking the form in (5.1) with the background fields given by22

Habc = 3M[ab,c] − 3iMα2
[a(γb)αβM

β2
c] ,

Sα1β2 = − 8i[Adh(1 + 4Ad−1
f Õ

−TAdf )]α1
γ1K̂γ1β2, (5.9)

χ2
α = − i

2
γaαβM

β2
a ,

ψα2
ab = 2[Ad−1

f Õ
−1AdfAd−1

h ]α2
cdK̂abcd +

1

4
[AdhM ]β1

[a(γb]S12)β
α .

Here K̂AB denotes the inverse of the metric defined by the supertrace Str(TATB) = KAB,

see appendix A of [13] for more details on our conventions.

Since the DTD model contains NATD as a special case we obtain as a by-product the

transformation rules for RR fields under NATD — starting from a supercoset model. As

a check we can compare this to the formula conjectured in [14] based on analogy to the

abelian case [25] — consistency of that formula was checked in some particular cases also

in [8]. Setting ζ = 0, which removes the deformation, and restricting to a bosonic g̃, so

that P̃ = P̃ (P (0) + P (2)) = (P (0) + P (2))P̃ , we find23

Sα1β2 = −8i[Adh|θ=0]α1
γ1K̂γ1β2 + fermions , (5.10)

which agrees with the transformations conjectured in [14]. Note that our result generalises

this to the case where also fermionic T-dualities are involved.

Finally we must compute Tα1 to extract the other dilatino superfield χ1. We find

dE(1) = {AdhA
(0)
+ − dhh−1, E(1)}+ Adh{E(2), E(3) − P (3)ME(2)}

+
1

2
P (1)AdhM

−1Ad−1
h {E

(1), E(1)}

+ 2P (1)AdhAd−1
f Õ

−TAdf

(
2{E(2), E(3) − P (3)ME(2)}+ {E(2), E(2)}

)
. (5.11)

21The components of M are defined as MTA = TBM
B
A.

22These expressions have obvious close analogies with the ones found for the η-model in [13].
23Note that (P (0) + P (2))AdfP

(1) = 0+fermions.
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Taking the exterior derivative of the equation A
(2)
+ = AdhA

(2)
− , cf. (4.11), we find the

relation

[AdhA
(0)
+ − dhh−1]ab = Ωab −

1

2
EcHabc + 2i(E1γ[a)α[AdhM ]α1

b], (5.12)

which can be used to show that the torsion again takes the form in (5.1), where the

remaining components of the background fields are24

χ1
α =

i

2
(γa)αβ [AdhM ]β1

a , ψα1
ab = 2[AdhAd−1

f Õ
−TAdf ]α1

cdK̂abcd −
1

4
(S12γ[a)

α
βM

β2
b] .

(5.13)

It remains only to analyse the question of when this is a solution to the standard or the

generalised type II supergravity equations, in other words to identify the conditions under

which Ka defined in (5.3) vanishes. We do this in the next subsection.

5.1 Supergravity condition and dilaton

By analogy with the calculations performed in [13] there is a natural candidate for the

dilaton superfield for the DTD model namely25

e−2φ = sdet′Õ . (5.14)

We will now show that this guess is indeed correct by verifying that its spinor deriva-

tives reproduces the dilatini found above. Using the formula for the supertrace StrM =

K̂ABStr(TAMTB) we find

dφ = − 1

2
Str(dÕÕ−1) = −1

2
K̂ABStr

{
([J, d̂Tf TA]− d̂Tf [J, TA] + [dν, TA])Õ−1TB

}
= − 1

2
K̂ABStr

{(
[J, d̂Tf TA]− d̂Tf [J, TA] + [Adf d̂

TA+, TA]

+ [(adν + ζω)(AdfA+ − J), TA]
)
Õ−1TB

}
=

1

2
K̂ABStr

{
TA
(
d̂[A+,Ad−1

f Õ
−1AdfTB]

+ [d̂TA+,Ad−1
f Õ

−1AdfTB]− [A+, d̂Ad−1
f Õ

−1AdfTB]
)}

+ K̂ABStr
{

[(AdfA+ − J), TA]P̃ TB
}
. (5.15)

If the last term vanishes, then using (4.8), (5.13), (5.9) and (4.11) one may check that the

E(1,3)-terms are indeed equal to

Eα1χ1
α + Eα2χ2

α . (5.16)

Therefore χαI = ∇αIφ which implies that Ka in (5.3) vanishes and we have a solution to

standard type II supergravity. Since (AdfA+ − J) ∈ g̃ can be regarded as an arbitrary

24Just as in [13], one finds a superficially different expression for Habc namely

Habc = 3[AdhM ][ab,c] + 3i[AdhM ]α1
[a(γb)αβ [AdhM ]β1

c] .

However consistency requires this to be the same as the expression in (5.9) and this can also be verified

explicitly similarly to [13].
25The prime on the superdeterminant denotes the fact that we must restrict to the subspace where Õ is

defined, i.e. the subalgebra g̃.
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element of the Lie algebra, the vanishing of the last term in (5.15) is equivalent to fAB
A = 0

for the structure constants of g̃, i.e. g̃ must be unimodular. This condition is therefore

sufficient to get a standard supergravity solution. Following a calculation similar to the

one done in [13], computing Ka in (5.3) and requiring it to vanish one finds that this

condition is also necessary.26

Our results imply that the DTD model gives a one-loop Weyl invariant string sigma

model precisely27 when the subalgebra g̃ is unimodular. This is in fact the same condition

that was found long ago for NATD on bosonic sigma models by path integral considera-

tions [11, 12]. Since the DTD model includes NATD as a special case, the analysis here

coupled with the results of [9, 10], gives an alternative derivation of the Weyl anomaly for

NATD of supercosets.

A nice fact is that we do not have to impose extra conditions on the cocycle ω used

to construct the deformation. When ω is non-degenerate unimodularity of g̃ is equivalent

to unimodularity of R = ω−1 as defined in [13], see the discussion there; this is consistent

with the fact that the YB models are a special case of the DTD models.

6 Some explicit examples

Here we would like to collect some formulas that are useful when deriving the explicit

background for a given DTD model, and then work out two examples in detail. We denote

the generators of g̃ ⊂ g by Ti, i = 1, . . . , N = dim(g̃), and those of the dual g̃∗ by T i. They

satisfy Str(T iTj) = δij . The action of the projectors on a generic element x ∈ g may be

written as

P̃ (x) = Str(T ix)Ti, P̃ T (x) = Str(Tix)T i, (6.1)

where summation of repeated indices is assumed. Given a cocycle ω = 1
2ωijT

i ∧ T j with

ωji = −ωij , its action on an element of the algebra is

ω(x) = ωijT
i Str(T jx), (6.2)

and it must satisfy the cocycle condition, which may be written as

Str
(
Tk(ω[Ti, Tj ]− [Ti, ωTj ] + [Tj , ωTi])

)
= 0, ∀Ti, Tj , Tk ∈ g̃. (6.3)

With the above definitions one may easily construct the operator Õ : g̃ → g̃∗ defined

in (2.4), that can be encoded in an explicit N ×N matrix

Õij = Str(Õ(Ti)Tj), (6.4)

26In very special cases it is possible for Ka to decouple from the remaining generalized supergravity

equations. One then obtains a background solving both the generalised and standard supergravity equations

depending on if Ka is included or not. One such example is the pp-wave solution discussed in appendix B

of [26]. We thank B. Hoare and S. van Tongeren for pointing this out.
27This is modulo possible subtleties with the special cases mentioned in the previous footnote. One should

also note that this condition is true provided one only allows a local (Fradkin-Tseytlin) counter-term. If

one relaxes this condition one can find a non-local counter-term also when Ka is non-zero, since solutions of

the generalised supergravity equations are formally T-dual to solutions of the standard ones; see also [27].

This being said, cases where Ka is null may be subtle and deserve further study.
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so that Õ(Ti) = ÕijT
j . The matrix Õ can be inverted with standard methods and used

to construct the action of the inverse operator as Õ−1(x) = Str(xTi)(Õ
−1)ijTj , so that on

the basis generators Õ−1(T i) = (Õ−1)ijTj . Obviously, when choosing a parametrisation

for the group element f , one should make sure that the corresponding degrees of freedom

cannot be gauged away by applying the local transformations discussed in section 2.

To obtain the background fields we use the results of section 5. The metric reads

as ds2 = ηabEaEb, where the components of the bosonic supervielbein are obtained by

Ea = Str(A+Pa), and the B-field is given by equation (4.10). From the superdeterminant

of the matrix Õ it is also straightforward to compute the (exponential of the) dilaton

eφ = (sdet Õ)−
1
2 . In order to determine the RR fields one first identifies the components of

the matrix Mab = Str((MPa)Pb) and then one constructs the local Lorentz transformation

on spinorial indices

(Adh)βα = exp

[
− 1

4
(logM)abΓ

ab

]
β
α , (6.5)

so that AdhΓaAd−1
h = M b

a Γb, where Γa are 32 × 32 Gamma-matrices.28 From (5.2)

and (5.9) one finds that the expression for RR fields is obtained by solving the equation(
ΓaFa +

1

3!
ΓabcFabc +

1

2 · 5!
ΓabcdeFabcde

)
Π = e−φ [Adh(1 + 4Ad−1

f Õ
−TAdf )](4Γ01234)Π,

(6.6)

where Π = 1
2(1 − Γ11) is a projector29 and (−4Γ01234)Π corresponds to the 5-form flux of

AdS5×S5. In order to find the component Fa1...a2m+1 it is then enough to multiply the above

equation by Γa1...a2m+1 and take the trace. As already explained, when the subalgebra g̃

is bosonic the above result simplifies considerably, and only Adh remains inside square

brackets. After obtaining the components in tangent indices we translate them into form

language using F (2m+1) = 1
(2m+1)!E

a2m+1 ∧ . . . ∧ Ea1Fa1...a2m+1 .

6.1 A TsT example

First we will work out a simple example where we dualise a two-dimensional abelian sub-

algebra of the isometry of the sphere so(6), so that the deformation is equivalent to doing

a TsT there [28–30]. This example was worked out already in [2] for the NSNS sector, and

the RR fields were taken into account in [8] by following the T-duality rules of [14]. Here

we will use the matrix realisation of the psu(2, 2|4) superalgebra used in [13], see also [31].

We take g̃ to be the abelian algebra spanned by two Cartans of so(6), T1 ≡ J68, T2 ≡ J79,

and for the dual generators we may just take T 1 = J68, T
2 = J79. We parametrise the

bosonic fields as30

ν = ϕ̃iT
i, f = fa · exp(ϕP5) exp(−ξJ89) exp(− arcsin rP9), (6.7)

where fa is a coset group element parametrised by fields in AdS5. We take ω = T 1 ∧ T 2

which obviously satisfies the cocycle condition. The matrix corresponding to Õ is very

28Alternatively one can use the 16 × 16 gamma matrices used in the previous section.
29With these conventions the self-duality for the 5-form is F (5) = ∗F (5).
30The group elements parametrised by ϕ, ξ and r coincide with those in (A.1) of [32].
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simple

Õij =

(
2r2 sin2 ξ ζ

−ζ 2r2 cos2 ξ

)
, (6.8)

and it is easily inverted. Following the above discussion we immediately find the fields of

the NSNS sector

ds2 = ds2
a +

r2

ζ2 + r4 sin2(2ξ)
(cos2 ξ dϕ̃2

1 + sin2 ξ dϕ̃2
2) + (1− r2)dϕ2 + r2dξ2 +

dr2

1− r2
,

eφ = (ζ2 + r4 sin2(2ξ))−
1
2 , B =

ζ

2

dϕ̃1 ∧ dϕ̃2

ζ2 + r4 sin2(2ξ)
,

(6.9)

where ds2
a is the metric of AdS5. After computing the matrix Mab and the local Lorentz

transformation31 we get that only F (3) and F (5) are non-vanishing

F (3) = 4r3 sin(2ξ)dϕ ∧ dξ ∧ dr,

F (5) = − 2ζ(1 + ∗)
(
r3 sin(2ξ) dϕ̃1 ∧ dϕ̃2 ∧ dϕ ∧ dξ ∧ dr

ζ2 + r4 sin2(2ξ)

)
.

(6.10)

Since ω is non-degenerate on g̃ we can relate the above background to a YB deformation of

AdS5×S5, see also section 2.1. In this particularly simple example the R-matrix of the YB

model is abelian, and therefore it corresponds just to a TsT transformation on the sphere,

see also [21]. In fact, consider the following TsT transformation on AdS5×S5

ϕ1 → T (ϕ1), ϕ2 → ϕ2 − 2ηT (ϕ1), T (ϕ1)→ ϕ1, (6.11)

which produces the following background32

ds2 = ds2
a +

r2

1 + η2r4 sin2(2ξ)
(cos2 ξ dϕ2

2 + sin2 ξ dϕ2
1) + (1− r2)dϕ2 + r2dξ2 +

dr2

1− r2
,

eφ = (1 + η2r4 sin2(2ξ))−
1
2 , B = −ηr

4 sin2(2ξ)dϕ1 ∧ dϕ2

1 + η2r4 sin2(2ξ)
,

(6.12)

for the NSNS sector and

F (3) = 4ηr3 sin(2ξ)dϕ ∧ dξ ∧ dr,

F (5) = − 2(1 + ∗)
(
r3 sin(2ξ) dϕ1 ∧ dϕ2 ∧ dϕ ∧ dξ ∧ dr

1 + η2r4 sin2(2ξ)

)
,

(6.13)

for the RR sector. To match with the above TsT background we need to implement the

field redefinition (2.11) at the level of the DTD background, which in this case just reduces

to ϕ̃1 = η−1ϕ2, ϕ̃2 = −η−1ϕ1 since g̃ is abelian. We find agreement only if we also use the

gauge freedom for B to subtract the exact term 1
2ηdϕ1 ∧ dϕ2; moreover we also need to

redefine the constant part of the dilaton to reabsorb a factor of η, which then appears in

front of the RR fields.
31For 32× 32 Gamma matrices we find convenient the basis used in [31].
32As a starting point we take the undeformed AdS5×S5 background as written in [31].
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6.2 A new example

Let us now consider the example in (3.19)

g̃ = span{p1, p2, p3, J12} , g̃∗ = span

{
− 1

2
k1, −

1

2
k2, −

1

2
k3, −J12

}
ω = k3 ∧ J12 .

(6.14)

In this case we have just one isometry of type 1 corresponding to p0, and the isome-

tries of type 2 are k3 and J12. Inspired by the parametrisation used in (6.19) of [13] we

parametrise33

ν = ξ̃ J12 + r̃ k1 + x̃3 k3 , f = exp(x0p0) exp(log zD) . (6.15)

The above is a good parametrisation because it is not possible to remove degrees of freedom

by applying gauge transformations. This will be confirmed e.g. by the fact that we get a

non-degenerate metric in target space. We find that the (matrix corresponding to the)

operator Õ is

Õij =


2
z2 0 0 0

0 2
z2 0 2r̃

0 0 2
z2 2ζ

0 −2r̃ −2ζ 0

 , (6.16)

which is clearly invertible. We find the following NSNS sector fields

ds2 =
−(dx0)2 + dz2

z2
+ dr̃2z2 +

dξ̃2

4z2 (ζ2 + r̃2)
+
r̃2z2(dx̃3)2

ζ2 + r̃2
+ ds2

s ,

eφ =

(
16
(
ζ2 + r̃2

)
z4

)− 1
2

, B = − ζdξ̃ ∧ dx̃3

2 (ζ2 + r̃2)
,

(6.17)

where ds2
s is the metric on S5. In the RR sector we have only three-form flux

F (3) = −8(dx0 ∧ dξ̃ ∧ dz)

z5
. (6.18)

According to the discussion in section 2.1 the above background is not related to a YB

model by NATD.

7 Conclusions

We have argued that DTD models based on supercosets represent a large class of integrable

string models which is closed under NATD as well as (certain) deformations. Besides

being a useful tool to generate new integrable supergravity backgrounds it would be very

interesting if these deformations could be understood on the dual field theory side. In

the case when the 2-cocycle is invertible these models are equivalent to YB sigma models,

which have been argued to correspond to non-commutative deformations, e.g. [33, 34],

33Even if present, one could remove k2 in ν by means of a gauge transformation.
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of the field theory [35–37] (see also [38]). This interpretation is consistent with the fact

that TsT transformations are special cases of these models [21, 39] and this includes the

so-called β and γ-deformations which have a known interpretation in N = 4 super Yang-

Mills [28, 29, 40, 41]. Recently a certain limit of the γ-deformation has been used to

construct a simplified integrable scalar field theory [42, 43] and it would be very interesting

to explore similar limits of the more general class of deformations considered here to see

whether one can learn more about the AdS/CFT duality for those cases.

Another important question is how the DTD model relates to the other known de-

formations of the AdS5 × S5 string, i.e. the η-model with R-matrix solving the modified

CYBE [44] and the λ-model [22]. These two deformations are related by Poisson-Lie T-

duality and the fact that the latter is Weyl-invariant [13] while the former is not [10, 31]

is explained by the fact that the obstruction to the duality at the quantum level again

involves the trace of the structure constants [45].34 The fact that NATD is used also in the

construction of the λ-model suggests that there might be a bigger picture relating it to the

DTD construction considered here. In fact this seems to be part of an even bigger picture

of general integrable deformations of sigma models where T-duality and its generalizations

play a central role, see for example the recent paper [46].
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A Useful identities

A useful identity is

P̃ [P̃ Tx, (1− P̃ )y] = 0 , ∀x, y ∈ g (A.1)

which is easily proven by taking the supertrace with an element of g. We will also need

some relations related to the well-known formula for the derivative of the exponential map

dex = ex
1− e−adx

adx
dx . (A.2)

Let x ∈ g̃ and define a similar looking object µ = P̃ T e−xδex, where δ is the derivation

acting as δ(x) = ω(x) on x ∈ g̃. Note that this derivation is compatible with the Lie

bracket due to the 2-cocycle condition (2.5), and following the same computations needed

to prove the identity above, one may show that

µ = P̃ T
1− e−adx

adx
ωx. (A.3)

34We thank A. Tseytlin for this comment.
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Taking y ∈ g̃, from the definition of µ we find P̃ T adµy = P̃ TAd−1
ex δ(Adexy) − δy which

implies

P̃ T adµP̃ = P̃ T e−adxωeadxP̃ − ω. (A.4)

Another useful identity valid for the derivative of µ is

dµ = µe−xdex + δ(e−xdex) + P̃ Tde−xexµ = P̃ T (adµ + ω)(e−xdex) . (A.5)

Now, the identity (A.1) implies that

P̃ T adP̃TAdh̃ν
P̃ = P̃ TAdh̃adνAd−1

h̃
P̃ = P̃ TAdh̃P̃

T adνP̃Ad−1

h̃
P̃ (A.6)

and together with (A.4) it implies that if we redefine ν → P̃ T
(
Adh̃ν + ζµ

)
as in (2.7) then

the operator in (2.4) transforms as

Õ → P̃ TAdh̃ÕAd−1

h̃
P̃ . (A.7)

Moreover, using (A.5) we also find

dν → P̃ TAdh̃(dν − (adν + ζω)(h̃−1dh̃)). (A.8)

B Derivation of the action

To derive the action of DTD models we start from the action of a supercoset sigma model,

see e.g. [47], and we rewrite the group element as g = g̃f , where g̃ ∈ G̃ ⊂ G. We then

gauge the G̃ symmetry and introduce the gauge fields Ãi. If we fix the gauge g̃ = 1 we

essentially achieve g̃−1dg̃ → Ã when comparing to the initial supercoset action. At this

point we add a Lagrange multiplier to impose the flatness of Ãi, plus a ω-dependent term

which deforms the model

S = − T

2

∫
d2σ

[
γij − εij

2
Str
(

(Ãi + Ji)d̂f (Ãj + Jj)
)

− εijStr

(
ν(∂iÃj + ÃiÃj)−

ζ

2
ÃiωÃj

)]
. (B.1)

Instead of integrating out ν we integrate out Ã, so that we obtain the equations of motion

P ij−

(
ÕÃj + ∂jν + d̂fJj

)
+ P ij+

(
ÕT Ãj − ∂jν + d̂Tf Jj

)
= 0, (B.2)

where

P ij± =
γij ± εij

2
, (B.3)

are projectors

P ij+ + P ij− = γij , P il±P
j

±l = P ij± , P il±P
j

∓l = 0. (B.4)

Here we used also γij = εikγklε
lj . We also define V i

± ≡ P
ij
± Vj , and it is useful to remember

P ij±AiBj = Ai∓γijB
j
±. We then solve for Ã±

Ãi− = Õ−1
(
−∂i−ν − d̂fJ i−

)
, Ãi+ = Õ−T

(
+∂i+ν − d̂Tf J i+

)
. (B.5)
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The action on the solutions to the equations of motion is

S = −T
2

∫
d2σ Str

[
J+id̂fJ

i
− + (∂+iν − d̂Tf J+i)Õ−1(∂i−ν + d̂fJ

i
−)
]

= −T
2

∫
d2σ

γij − εij

2
Str
[
Jid̂fJj + (∂iν − d̂Tf Ji)Õ−1(∂jν + d̂fJj)

]
.

(B.6)

C Classical integrability

Here we wish to be more explicit and show that the on-shell equations of DTD models

can be recast into the flatness condition for a Lax connection. The argument follows the

one presented in [1] in the case of DTD of Principal Chiral Models. First we compute the

equations of motion for f and ν, which are obtained by the straightforward variations δfS

and δνS of the action

δfS = +
T

2

∫
d2σ Str

(
f−1δf C

)
,

δνS = −T
2

∫
d2σ Str

(
δν F Ã

)
= −T

2

∫
d2σ Str

(
(Ad−1

f δν)FA
)
,

(C.1)

where we defined

C ≡ ∂+i(d̂A
i
−) + ∂−i(d̂

TAi+) + [A+i, d̂A
i
−] + [A−i, d̂

TAi+],

FA ≡ ∂+iA
i
− − ∂−iAi+ + [A+i, A

i
−] = −εij(∂iAj +AiAj),

(C.2)

and similarly for F Ã. Notice that P (0)C = 0. For convenience we also introduced the

(projections of the) field Ai± ≡ Ad−1
f (Ãi± + J i±), where Ãi± is given in (B.5). On the one

hand, imposing the equations of motion δνS = 0 is enough to get FA = 0. Notice that this

equation is equivalent to imposing separately F Ã = 0 and FJ ≡ ∂+iJ
i
−−∂−iJ i+−[J+i, J

i
−] =

0. On the other hand, the equations of motion δfS = 0 imply that C vanishes only on

a certain subspace of the superalgebra g. In fact, in the special case when the whole

superalgebra is dualised g̃ = g, there is no f for which we can compute the variation of

the action, and we should find an independent argument to claim that the equation C = 0

holds. We will now show that an appropriate (rotated) projection of C by P̃ T indeed

vanishes without appealing to the equations of motion for f . Consider the equations of

motion for Ãi± in (B.2) and let us rewrite them as E i± −M i⊥
± = 0 where

E i+ ≡ +(∂i+ + adÃi+
)ν − d̂Tf (J i+ + Ãi+)− ζωÃi+,

E i− ≡ −(∂i− + adÃi−
)ν − d̂f (J i− + Ãi−) + ζωÃi−.

(C.3)

Since we choose M i⊥
± to take values only in the complement of g̃∗, taking P̃ TE i± = 0 gives

indeed (B.2). Clearly (∂+i+adÃ+i
)(E i−−M i⊥

− )+(∂−i+adÃ−i)(E
i
+−M i⊥

+ ) = 0 is identically

true since it just follows from the above equations, and working out all the terms we find

Adf C = [ν,F Ã] + ζωF Ã − (∂−i + adÃ−i)M
i⊥
+ − (∂+i + adÃ+i

)M i⊥
− . (C.4)
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After projecting with P̃ T all terms with M i⊥
± disappear. The remaining terms on the

right-hand-side of the above equation vanish thanks to the flatness of Ã (F Ã = 0) implied

by the equations of motion for ν. To conclude, we obtain P̃ T (AdfC) = 0 as wanted,

which together with the equations of motion for f is enough to claim C = 0 on the whole

superalgebra.

The on-shell equations FA = 0 and C = 0 formally take the same form as those for a

supercoset, where in that case A is the Maurer-Cartan form, see also [47, 48]. Therefore

one may follow the derivation done in the case of the supercoset, and find that they are

encoded in the flatness condition

εij(∂iLj + LiLj) = 0, (C.5)

for the Lax connection

Li = A
(0)
i + zA

(1)
i +

1

2

(
z2 + z−2

)
A

(2)
i +

1

2
γijε

jk
(
z−2 − z2

)
A

(2)
i + z−1A

(3)
i , (C.6)

where z is the spectral parameter. The existence of a Lax connection implies the presence

of a tower of conserved charges, see e.g. [49] for a review. However, differently from the

case of the supercoset, now fewer of them can be argued to be local. In fact, thanks to the

gauge transformation it is always possible to define

L′i = hLih−1 − ∂ihh−1, (C.7)

so that L′i is also flat. In the case of the supercoset, after noticing that Li(z = 1) =

Ai = g−1∂ig, one may choose h = g so that the new Lax connection vanishes at z = 1

L′i(z = 1) = 0. Expanding around that point one finds

L′i(z = 1 + w) = w g
(
A

(1)
i − 2γijε

jkA
(2)
k −A

(3)
i

)
g−1 +O(w2), (C.8)

so that the flatness condition for L′i at order w implies the conservation ∂iAi = 0 for the

current

Ai = εijg
(
A

(1)
j − 2γjkε

klA
(2)
l −A

(3)
j

)
g−1. (C.9)

This is how in the supercoset case one can argue from the Lax connection that the isometries

corresponding to the superalgebra g correspond to local charges. In the case of DTD models

A is not of the Maurer-Cartan form, and in general it is not possible to find a group element

h for which a gauge-equivalent Lax connection vanishes at z = 1. With the exception of

the isometries discussed in section 3, we therefore expect that the initial symmetries of the

undeformed model are traded for non-local charges.
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We present a method to deform (generically non-Abelian) T duals of two-dimensional σ models, which
preserves classical integrability. The deformed models are identified by a linear operator ω on the dualized
subalgebra, which satisfies the 2-cocycle condition. We prove that the so-called homogeneous Yang-Baxter
deformations are equivalent, via a field redefinition, to our deformed models when ω is invertible. We
explain the details for deformations of T duals of principal chiral models, and present the corresponding
generalization to the case of supercoset models.
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Introduction.—Integrable models in two dimensions
have played a pivotal role in the understanding of (quan-
tum) field theory, have numerous applications in condensed
matter theory, and have recently attracted attention also in
the context of the AdS=CFT correspondence [1], which
relates certain string theories on (dþ 1)-dimensional anti–
de Sitter (AdS) backgrounds to conformal field theories in
d dimensions. The most studied example that exhibits
integrable structures is that of the superstring on AdS5 × S5

[2] and its dual N ¼ 4 super Yang-Mills theory in four
dimensions [3], see Refs. [4,5] for reviews. On the string
side the two-dimensional world sheet theory is classically
integrable; i.e., there is a Lax pair whose flatness condition
is equivalent to the equations of motion of the σ model. The
Lax pair depends on an auxiliary spectral parameter z, and
its expansion around a fixed z0 yields an infinite set of
conserved charges, see Ref. [6] for a review. Integrability
has provided the most stringent tests of AdS=CFT, culmi-
nating with the possibility of computing the spectrum of the
quantum theory in the large N limit exactly [7–10].
Given this tremendous success it is natural to ask whether

other theories that are not maximally (super)symmetric are
still integrable. Integrability could then also be a guiding
principle to discover newmodels that are interesting in their
own right. The β deformation [11–13] or certain gravity
duals of noncommutative gauge theories [14,15] are exam-
ples that are integrable but reduce to the maximally
symmetric case only when a deformation parameter is sent
to zero. These instances actually fall into a larger class that
goes under the name of Yang-Baxter (YB) models [16–19],
sometimes also called η deformations after the deformation
parameter. AYB model is identified by an Rmatrix solving
the classical Yang-Baxter equation (CYBE), which in
general has a rich set of solutions. Each R generates a
background that reduces to the undeformed model (e.g.,
AdS5 × S5) in the η → 0 limit. Here, we will not consider
the case of the “modified” CYBE.
In this Letter we explore another possibility; we deform

the original σ model by adding a topological term (a closed

B field) and then apply non-Abelian T duality (NATD) [20]
with respect to a subgroup ~G of the isometry group G. The
special case when ~G is Abelian gives so-called TsT
transformations [11–13]. We refer to the resulting actions
as deformed T dual (DTD) models, since sending the
deformation parameter ζ → 0 they reduce to NATD.
DTD models are in one-to-one correspondence with the
2-cocycles ω of the Lie algebra of ~G. The cocycle condition
(3) guarantees that integrability is preserved, and plays the
same role as the CYBE for YB models.
The analogy goes even further. When ω is invertible its

inverse R ¼ ω−1 solves the CYBE, and each solution of the
CYBE corresponds to an invertible 2-cocycle [21]. We use
this identification to show that the action of YB models can
be recast in the form of DTD models, where the two
deformation parameters are simply related by η ¼ ζ−1. As
explained later, this translates into our language a recent
conjecture by Hoare and Tseytlin [22]. We prove it by
providing the explicit field redefinition that relates YB to
DTD models. The field redefinition is local, albeit in
general nonlinear, and it allows us to interpolate between
a certain σ model (ζ → ∞) and its NATD (ζ → 0). In the
case when ω is degenerate, the DTD model is equivalent to
a combination of YB deformation and NATD.
We first construct the DTD of the principal chiral model

(PCM), since it provides a simpler setup where all the
essential features already appear. Later, we generalize it to
the case of supercosets, which is more relevant to the study
of deformations of superstrings. The supercoset case will be
described in more detail elsewhere [23].
DTD of the PCM.—We start from a PCM parametrized

by a group element g ∈ G, with the familiar action
S½g� ¼ − 1

2

R
Trðg−1∂þgg−1∂−gÞ. Since we want to dualize

a ~G subgroup of the left copy of G [24] we rewrite [25]

S½f; ~A; ν� ¼ −
1

2

Z
Trðð ~Aþ þ JþÞð ~A− þ J−Þ þ ν ~Fþ−Þ: ð1Þ
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Here, J ¼ dff−1 is a right-invariant Maurer-Cartan form
for f ∈ G, depending on fields that remain spectators under
NATD. At the same time ~A ∈ ~g and ν ∈ ~g� identify each of
the two T-dual frames. If Ti are generators for ~g, a basis for
the dual algebra ~g� is given by Ti, where TrðTiTjÞ ¼ δji .
The curvature of ~A is ~Fþ− ¼ ∂þ ~A− − ∂− ~Aþ þ ½ ~Aþ; ~A−�.
The original PCM is recovered upon integrating out ν since
~Fþ− ¼ 0 implies that ~A is pure gauge, i.e., ~A ¼ ḡ−1dḡ for a
ḡ ∈ ~G, and we get the desired action with g ¼ ḡf. The
NATD with respect to ~G, on the other hand, is obtained by
integrating out ~A.
We now add a deformation with parameter ζ given by

S0½f; ~A; ν� ¼ S½f; ~A; ν� þ ζ

2

Z
Trð ~Aþω ~A−Þ: ð2Þ

Here, ω: ~g → ~g� is a linear antisymmetric [i.e., TrðxωyÞ ¼
−TrðωxyÞ] map satisfying the cocycle condition [26]

ωadxy ¼ adxωy − adyωx; ∀ x; y ∈ ~g: ð3Þ

This property is needed to have local ~G invariance also
for ζ ≠ 0, which ensures that # d:o:f: ¼ dimðGÞ [27].
Equations of motion for ~A give

R
Trðδ ~A∓E�Þ ¼ 0, where

E� ≡ ð1� adν � ζωÞ ~A� ∓ ∂�νþ J�: ð4Þ

This implies ~PTE� ¼ 0, where ~P projects onto ~g, ~PT onto
~g�. We solve these equations by defining the linear operator
~O ¼ ~PTð1 − adν − ζωÞ ~P, which is a map ~g → ~g�

~A− ¼ ~O−1ð−∂−ν − J−Þ; ~Aþ ¼ ~O−Tð∂þν − JþÞ ð5Þ

and ~O−T is the inverse of its transpose. Note that
~O−1 ~O ¼ ~P as the lhs is defined only on ~g. Evaluating S0
on the solution we get the DTD action

S0½f; ν� ¼ −
1

2

Z
TrðJþJ− þ ð∂þν − JþÞ ~O−1ð∂−νþ J−ÞÞ:

ð6Þ

A second interpretation of DTD comes from integrating out
ν rather than ~A from Eq. (2), which gives again ~A ¼ ḡ−1dḡ.
The resulting action is a topological deformation of the
PCM, since the cocycle condition implies that B ¼
ζωðḡ−1dḡ; ḡ−1dḡÞ is closed. At the classical level adding
this term has no effect, and in fact this picture of a
deformation that is trivial in the dual frame is reminiscent
of YB models: in some cases they correspond to TsT
transformations [22,28–30], which are just field redefini-
tions in a T-dual frame. Since DTD is a NATD of a
topological deformation of the PCM, it is classically

integrable, where NATD can be applied thanks to closure
of B. In fact, the equation ~A ¼ ḡ−1dḡ with ~A given in
Eq. (5) allows us to relate the variables of the deformed
model to those of the original PCM. In the special case of
Abelian subalgebra ~g the relation simplifies and the
deformed model becomes equivalent to the PCM with
twisted boundary conditions, consistent with the TsT
interpretation [12].
A third interpretation of DTD comes from the possibility

of applying NATD to a centrally extended subalgebra. This
idea first appeared in Ref. [22] and was the original
motivation for considering the deformation (2). One can
indeed replace ~A in Eq. (1) with ~A0 ∈ ~gc:e: ¼ ~g ⊕ c and c
central; similarly ν0 ∈ ~g�c:e:. We decompose ~A0 ¼ ~Aþ ~Ac,
ν0 ¼ νþ νc with obvious notation, and extend the defini-
tion of the trace Trðc2Þ ¼ 1, TrðcgÞ ¼ 0. Equations for
~Ac imply that νc is constant, νc ¼ ζc. At this point
Trðν0 ~F0

þ−Þ ¼ Trðν ~Fþ−Þ þ ζfab ~A
a
þ ~Ab

−, where fab are the
structure constants introduced by the central extension
½Ta; Tb� ¼ fcabTc þ fabc. Introducing a map ω whose
components are ωab ¼ −fab we just notice that it is
antisymmetric and satisfies the cocycle condition, a con-
sequence of the Jacobi identity in ~gc:e: projected on c.
For some ω’s DTD reduces to just NATD; i.e.,

the deformation parameter can be removed by a field
redefinition. This happens when ω is a coboundary, i.e.,
ωðx; yÞ ¼ fð½x; y�Þ for some function f. Therefore, non-
trivial deformations are in one-to-one correspondence with
2-cocycles modulo coboundaries, i.e., with elements of the
second cohomology group H2ð~gÞ. The same holds also for
nontrivial central extensions. In particular, there are none
for semisimple ~g. Trivial deformations are equivalently
described as adding an exact B field to the PCM.
An example.—Before continuing our general discussion,

let us provide an explicit example: a PCM on Uð2Þ. We use
generators Tj ¼ iσj ∈ suð2Þ and T4 ¼ i1, with duals Tj ¼
−ði=2Þσj and T4 ¼ −ði=2Þ1. We parametrize the group
element by g¼expðiθ1Þexpðiϕþσ1ÞǧðξÞexpðiϕ−σ2Þ, where
ϕ� ¼ ðϕ1 � ϕ2Þ=2 and ǧðξÞ ¼ diagði−1=2eiξ; i1=2e−iξÞ. The
PCM action yields the metric of S3 × S1

ds2 ¼ dξ2 þ sin2ξdϕ2
1 þ cos2ξdϕ2

2 þ dθ2: ð7Þ

Suppose we want to dualize the coordinates ϕþ in S3 and θ
in S1, corresponding to the Abelian subalgebra ~g ¼
spanfT1; T4g. We take f ¼ ǧðξÞ expðiϕ−σ2Þ and ν ¼
2ð ~ϕþT1 þ ~θT4Þ, where ~ϕþ, ~θ are dual coordinates. We
deform the dual theory by taking ω ¼ 2T1 ∧ T4; namely,
ωT1 ¼ −2T4, ωT4 ¼ 2T1. From Eq. (6) we find the action
of DTD S0 ¼ R ∂þXiðGij − BijÞ∂−Xj, with the metric and
B field
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ds2 ¼ dξ2 þ ð1þ ζ2Þ−1ðd ~ϕ2
þ þ ðζ2 þ sin22ξÞdϕ2

−

þ d~θ2 þ 2ζ cos 2ξd~θdϕ−Þ;
B ¼ ð1þ ζ2Þ−1ðcos 2ξdϕ− − ζd~θÞ ∧ d ~ϕþ: ð8Þ

The ζ → 0 limit yields the T-dual model of S3 × S1

with respect to ~g. To relate this simple example to a YB
model it is enough to take ν ¼ η−1RðϑT4 þ φþT1Þ with
R ¼ 1

2
ðT4 ∧ T1Þ. However, when ~g is non-Abelian, the

field redefinition is more complicated, see Eq. (13).
Integrability.—Above we argued that DTD models must

be integrable; however, it is instructive to show this
explicitly to see how the cocycle condition enters and
write a Lax connection. We will show that the equations of
motion formally resemble those of the PCM, for which a
Lax pair is known. Suppose we consider a PCM with group
element g ¼ ḡf, with ḡ ∈ ~G, f ∈ G. We prefer to rewrite its
on-shell equations in terms of the left and right currents
~A ¼ ḡ−1dḡ and J ¼ dff−1. To start, the flatness condition

for A ¼ g−1dg is equivalent to F J ¼ 0, F ~A ¼ 0

F J ≡ ∂þJ− − ∂−Jþ − ½Jþ; J−�;
F ~A ≡ ∂þ ~A− − ∂− ~Aþ þ ½ ~Aþ; ~A−�: ð9Þ

Moreover, the equations of motion for the PCM, i.e.,
conservation of A, become C ¼ 0,

C≡ ∂þðJ− þ ~A−Þ þ ∂−ðJþ þ ~AþÞ
þ ½ ~Aþ; J−� þ ½ ~A−; Jþ�: ð10Þ

Let us now rederive the above equations for DTD models,
where now importantly ~A is identified as in Eq. (5). To start,
the flatness condition F J ¼ 0 still follows from the
definition of J. Flatness for ~A, instead, now arises as the
equations of motion for ν, which are δνS0½f; ν� ¼
− 1

2

R
TrðδνF ~AÞ ¼ 0. It is nice that the known mechanism

familiar from T duality of trading flatness for an equation of
motion still holds for DTD models.
The equations of motion for f are δfS0½f; ν� ¼

þ 1
2

R
Trðδff−1CÞ ¼ 0, essentially as in the previous exam-

ple of the PCM. However, in that case it is only thanks to
the equations of motion for ḡ [i.e.,

R
Trðḡ−1δḡCÞ ¼ 0] that

one can claim C ¼ 0. In analogy to the PCM, it is then clear
that our task is to show that ~PTC ¼ 0 also for DTD models.
We generalize the argument of Ref. [31] for NATD of the
PCM, and consider the equations E� ¼ M⊥

�, for some M⊥
�

for which ~PTM⊥
� ¼ 0. They imply ~PTE� ¼ 0; i.e., they are

equivalent to the solutions for ~A as in Eq. (5). They
obviously imply also the equation ð∂þþ ad ~Aþ

ÞðE− −M⊥
−Þþ

ð∂−þ ad ~A−
ÞðEþ−M⊥þÞ¼ 0, which reads as

C ¼ ½∂− þ ad ~A−
; ∂þ þ ad ~Aþ

�ν
− ð∂− þ ad ~A−

ÞM⊥þ − ð∂þ þ ad ~Aþ
ÞM⊥

−

þ ζ½ωð∂þ ~A− − ∂− ~AþÞ þ ad ~Aþ
ω ~A− − ad ~A−

ω ~Aþ�:

The first line on the right-hand side is rewritten as ½ν; ~Fþ−�,
and hence vanishes thanks to the flatness of ~A. The second
line vanishes upon projecting with ~PT [32]. Finally, the last
line vanishes thanks to the cocycle condition: using Eq. (3)
it is rewritten as −ζωð ~Fþ−Þ, which is again zero. Since also
~PTC ¼ 0 holds, we conclude that the whole set of on-shell
equations for the DTD models is formally equivalent to
those of a PCM, provided the proper ~A is used. We can
furthermore write the Lax pair as

L� ¼ 1

2
ð1þ z∓2ÞAd−1f ð ~A� þ J�Þ ð11Þ

with z a spectral parameter. In fact, the flatness condition
∂þL− − ∂−Lþ þ ½Lþ; L−� ¼ 0 is equivalent to the on-shell
equations just derived.
Relation to Yang-Baxter models.—We now prove that

YB deformations for the PCM on the group G are
equivalent to DTD. This was checked for many particular
examples in Ref. [22]. YB models are identified by an R
matrix solving the CYBE on the Lie algebra g. If g ∈ G

SYB½g� ¼ −
1

2

Z
Tr

�
g−1∂þg

1

1 − ηRg
g−1∂−g

�
: ð12Þ

R is invertible on a certain subalgebra and its inverse is a
2-cocycle [21]. As anticipated, we identify R ¼ ω−1, where
ω is the operator defining the DTDmodel. Then, R: ~g� → ~g.
The two deformation parameters will be related by η ¼ ζ−1.
We first split the group element parametrizing the YB

model as g ¼ ~gf, where ~g ∈ ~G and f ∈ G. We identify f
with the homonym appearing on the DTD side. Our proof
of equivalence of the two actions will then consist in giving
the field redefinition relating ~g and ν. Since R is invertible,
we can always take ~g ¼ expðRXÞ for some X ∈ ~g�. One
can check that taking X ¼ ηνþ ðη2=2Þ ~PT ½Rν; ν� þOðη3Þ
the two actions are equivalent up to terms that are at least
cubic in η. The generalization to all orders can be obtained
by requiring that the dfdf terms in the two actions match.
This leads to the condition ð1 − ηR~gÞ−1 ¼ 1 − ~O−1 whose
solution can be shown to be

ν ¼ 1

η
~PT 1 − e−adRX

adRX
X ¼ 1

η
~PT

1 − Ad−1~g
logAd~g

ω log ~g: ð13Þ

It follows that dν ¼ ð ~PT − ~OÞ~g−1d~g or, equivalently,

A� ¼ Ad−1f ðJ� þ ~A�Þ; ð14Þ
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where we defined A� ¼ ð1� ηRgÞ−1ðg−1∂�gÞ on the YB
side. Using these relations it is not hard to check that the
two actions are the same up to the topological term
ζωð~g−1d~g; ~g−1d~gÞ, which has no effect in the classical
theory as remarked earlier.
We have proven the equivalence of the DTD and YB

models when ω is nondegenerate. In the case of a
degenerate ω it is always possible to choose it in such a
way that it is nondegenerate on a subalgebra ĝ ⊂ ~g [33] and
acts trivially on its complement ǧ in ~g, also an algebra
thanks to Eq. (3). We interpret it as NATD on ǧ of the YB
model corresponding to restricting ω to ĝ.
DTD of supercosets.—The construction of DTD models

for supercosets follows the steps explained in the simpler
case of the PCM. Here, we only present the main results,
whose derivation will be collected in Ref. [23].
We still denote by G the group of superisometries, e.g.,

PSUð2; 2j4Þ for superstrings on AdS5 × S5, see Ref. [34]
for a review. Its Lie superalgebra g admits a Z4 decom-
position, and we denote by PðjÞ the projectors onto the four
subspaces. They typically appear in the combination
d̂ ¼ Pð1Þ þ 2Pð2Þ − Pð3Þ or its transpose d̂T . The absence
of Pð0Þ in d̂ is necessary for the local gð0Þ invariance of the
action, i.e., local Lorentz transformations. The action for
DTD models of supercosets is [35]

S0½f;ν�

¼−
T
2

Z
StrðJþd̂fJ−þð∂þν− d̂Tf JþÞ ~O−1ð∂−νþ d̂fJ−ÞÞ;

ð15Þ

where d̂f ≡ Adfd̂Ad−1f . We keep the same definitions for J,
ν, which however now take values in superalgebras.
Moreover, now ~O ¼ ~PTðd̂f − adν − ζωÞ ~P.
The model is integrable since we can write down a Lax

pair. This is more conveniently expressed in terms of
A ¼ Ad−1f ð ~Aþ JÞ, where

~Aþ ¼ ~O−Tðþ∂þν − d̂Tf JþÞ;
~A− ¼ ~O−1ð−∂−ν − d̂fJ−Þ: ð16Þ

The flatness condition ∂þL− − ∂−Lþ þ ½Lþ;L−� ¼ 0 for

L� ¼ Að0Þ
� þ zAð1Þ

� þ z∓2Að2Þ
� þ z−1Að3Þ

� ð17Þ

is equivalent to the on-shell equations of the DTD model.
DTD models of supercosets possess kappa symmetry,

and therefore correspond to solutions of the generalized
supergravity equations of Refs. [36,37]. Kappa symmetry
transformations are δff−1 ¼ d̂Tf ðδνÞ ¼ ρ1;− þ ρ3;þ, where

ρj;� ¼ fiAdfκðjÞ; Jð2Þ� þ ~Að2Þ
� g ð18Þ

and κðjÞ, j ¼ 1, 3 are two local parameters of grading j. The
action (15) is invariant under these transformations upon
using the Virasoro constraints. If we were not fixing
conformal gauge, the variation of the action would be
compensated by the variation of the world sheet metric.
From these kappa symmetry transformations it is possible
to extract the background fields of DTD models [23].
The equivalence to YB models for invertible ω’s

holds also in the case of DTD models of supercosets.
Remarkably, the field redefinition is still given by Eq. (13)
as for the PCM. We have further verified that kappa
symmetry transformations of YB models [18] take the
above form under this field redefinition, when we fix the ~G
gauge to get δff−1 ¼ d̂Tf ðδνÞ.
Conclusions.—We provided a unified picture of (non-

Abelian) T duality and homogeneous YB deformations as
DTD of σ models. As pointed out in Ref. [22], an advantage
of this formulation is that it can be realized at the path
integral level, giving a better handle on the quantum theory.
In fact, it also explains why the condition for one-loop
Weyl invariance, i.e., unimodularity of ~g, is the same for
both the YB model and NATD [30,38,39].
Despite the close relation, it is still worth viewing the

DTD models as a distinct class of deformations. In fact, the
field redefinition that relates it to the YB model is singular
in the two undeformed limits; the YB model becomes
degenerate when taking the undeformed (i.e., ζ → 0) limit
of DTD models, and vice versa. Therefore, the interpreta-
tion as deformation applies to just one of the two models in
the T-dual pair. It would be interesting to understand if
there is any connection to the λ model of Refs. [31,40,41],
which is also a deformation of NATD and is related to the
inhomogeneous YB deformation [16–18].
Although our motivation was integrability, such defor-

mations can be applied also to nonintegrable models, which
provides an interesting and potentially useful way to
generate new supergravity solutions.
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1 Introduction and summary of results

A remarkable property of the AdS5 × S5 superstring sigma model is its classical integra-

bility [1], see [2] for a review. In fact, this property extends to several other symmetric

space string backgrounds [3, 4]. Recently two interesting deformations of the AdS5 × S5

superstring sigma model1 were proposed which preserve the integrability. The η-model [5]

and λ-model [6], named after the corresponding deformation parameters. The former is

based on the Yang-Baxter deformation of [7–9], it generalises the case of bosonic coset

models [10], and its essential ingredient is an R-matrix which satisfies the modified clas-

sical Yang-Baxter equation (MCYBE). The λ-model was originally proposed by [11] and

1These deformations extend to any Z4-symmetric supercoset sigma model, i.e. symmetric space RR

string background preserving supersymmetry.

– 1 –
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it extends the case of bosonic cosets [12] (see also [13]). The construction is based on a

G/G gauged Wess-Zumino-Witten (WZW) model, and it is more naturally interpreted as

a deformation of the non-abelian T-dual of the original string. The two deformations are

closely related; in fact, in both cases the original symmetry algebra gets q-deformed [14, 15]

(with q real and root of unity respectively), and the two models are related, at least at the

classical level, by the Poisson-Lie T-duality of [16, 17], see [18–20].

The attempt of interpreting these deformations as string theories has raised interesting

questions. In fact, both models possess a local fermionic symmetry believed to be the stan-

dard kappa symmetry — which was expected to guarantee a string theory interpretation.

However, the target space of the η-model derived in [21, 22]2 does not solve the type IIB

supergravity equations [22], but rather a generalisation of them as suggested in [25]. These

generalised equations ensure scale invariance for the sigma model, but are not enough to

have the full Weyl invariance, which is present only when the target space satisfies the

standard equations of supergravity. For the λ-model, on the other hand, it was shown that

the target space does solve the supergravity equations, at least in the case of λ-deformed

AdS2 × S2 × T 6 [26] and AdS3 × S3 × T 4 [27] string sigma models.3

A possible resolution for the puzzle posed by the η-model could have been that, after

all, the possessed local fermionic symmetry was not the standard kappa symmetry of Green-

Schwarz. However this state of affairs was clarified recently in [30] where it was shown that,

contrary to what was commonly believed, kappa symmetry of the type II Green-Schwarz

superstring does not imply the full equations of motion of type II supergravity.4 Rather it

implies a weaker (generalized) version of these equations, whose bosonic subsector coincides

with the equations written down in [25]. These generalized supergravity equations involve

a Killing vector field Ka, and reduce to the standard type II supergravity equations when

this vector field is set to zero. This fact implies that kappa-symmetric backgrounds whose

metric does not allow for isometries must in fact solve the standard type II equations.

The λ-model falls into this class, which is consistent with the fact that the corresponding

target spaces were found to be supergravity backgrounds.5 On the other hand, the η-

model typically leads to a target-space metric which possesses isometries, so that a priori

it is not possible to exclude the possibility that it solves only the generalized supergravity

equations. It should be mentioned that, given a solution of the generalized supergravity

equations and provided that Ka is space-like, it is possible to find a genuine supergravity

solution which is formally T-dual to it [25, 32] (i.e. only at the classical level of the sigma

model, ignoring the fact that the dilaton is linear in the coordinate along which T-duality

is implemented). We will not consider this possibility here.

2See [23] for lower dimensional examples of bosonic truncations and [24] for a review.
3These results differ from the ones proposed in [28]. The metric in target space of the λ-deformed

AdS5 × S5 was obtained in [29].
4Earlier indications of this was seen in the pure spinor string in [31].
5We will actually see that the kappa symmetry transformations of the λ-model take the standard form

only after inserting proper factors of i (see section 2.2). This leads to a target space geometry which is a

solution of type II* rather than type II supergravity. In the case of AdS2 × S2 × T 6 [26] it was shown how

one can get a standard (and real) type IIB background by analytic continuation, or equivalently by picking

a different coordinate patch. The same should be true for the deformation of AdS3 × S3 × T 4 [27], and

probably AdS5 × S5.

– 2 –



J
H
E
P
1
0
(
2
0
1
6
)
0
4
5

Target space supergeometry. The procedure for the η-deformation can be generalised6

also to the case when theR-matrix satisfies the classical Yang-Baxter equation (CYBE) [33–

35]. Therefore several solutions exist and the question is which choices lead to a string

theory, i.e. a target space that solves the standard type II supergravity equations. Here

we will answer this question and find a simple (necessary and sufficient) condition on R.

We will also determine the form of the target space (super) fields for both the η and the

λ-model in terms of the ingredients that define them (see section 2 for their definition);

we check that the models can be written in Green-Schwarz form and we work out the

superspace torsion. The target space fields can then be read off by comparing to the

expressions in [30, 36]. This gives a simple way of extracting the target space backgrounds,

much simpler than previous methods. The metric and B-field are easily read off directly

from the sigma model Lagrangian, see (2.7). The NSNS three-form and RR fluxes are

found to be given by the expressions7

Habc = 3M[ab,c] − 3i

{
η̂2

−λ2

}
M α̂2

[a(γb)α̂β̂M
β̂2

c] , (1.1)

S α̂1β̂2 = 8i

{
[Adh(1 + 2η̂−2 − 4O−1

+ )]α̂1γ̂1

iλ[Adh(1 + λ(1− λ−4)O−1
+ )]α̂1γ̂1

}
K̂γ̂1β̂2 , (1.2)

where the upper (lower) expression in curly brackets refers to the η (λ) model and η̂ =√
1− cη2. The RR field strengths are encoded in the bispinor defined as [30, 36]

S = −iσ2γaFa −
1

3!
σ1γabcFabc −

1

2 · 5!
iσ2γabcdeFabcde , (1.3)

where for standard supergravity backgrounds F = eφF contains the exponential of the

dilaton. The remaining ingredients in these equations are defined in section 2, in particular

the operators O+, M and the group element h are defined in (2.5), (2.2), (B.2) and (2.12).

From our computation we obtain also the Killing vector of the generalised type II equations

Ka = −
i

16
(γa)α̂β̂(∇α̂1χβ̂1 −∇α̂2χβ̂2) , (1.4)

where χI (I = 1, 2) are the would be dilatino superfields

χ1
α̂ =

i

2

{
η̂

−1

}
γb
α̂β̂

[AdhM ]β̂1b , χ2
α̂ = −

i

2

{
η̂

iλ

}
γa
α̂β̂
M β̂2

a . (1.5)

When Ka vanishes we have a standard supergravity solution and the dilaton is given by8

e−2φ = sdet(O+) . (1.6)

6We will use the names “η-deformation” and “Yang-Baxter deformation” for both the homogeneous

(CYBE) and inhomogeneous (MCYBE) cases, as we can treat them both at the same time.
7Note that here we write the λ-model as a solution of type IIB supergravity, and the corresponding RR

flux is imaginary. The background is real when written as a solution of type IIB*. The reason for this is a

non-standard sign in the kappa symmetry transformations of the lambda model, see sec 2.2.
8For the λ-model this formula was argued in [6]. It is also consistent with the form of the bosonic dilaton

suggested in [37] for the η-model based on bosonic R-matrices.
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For the λ-model Ka automatically vanishes and the target space is always a supergravity

solution, consistently with the observation of [30] and the previous findings [26, 27].

The η-model as a string. For the η-model the situation is more subtle. Let us review

some details at this point and recall that the η-deformation is defined by an antisymmetric

R-matrix on the algebra R : g → g, RT = −R, satisfying the (M)CYBE

[R(x), R(y)]−R([R(x), y] + [x,R(y)]) = c[x, y] , ∀x, y ∈ g ,

{
c = 0 CYBE

c = ±1 MCYBE
. (1.7)

In section 4.1 we prove that the condition Ka = 0 for the η-model is equivalent to the

following algebraic condition on the R-matrix9

STr(Radx) = 0 , ∀x ∈ g (i.e. RB
Af

A
BC = 0) . (1.8)

We will refer to R-matrices satisfying this condition10 as “unimodular”, for reasons that

will be clear in section 5. Therefore the η-model has an interpretation as a string sigma

model precisely for the unimodular R-matrices.

Let us consider the η-deformation based on an R-matrix which is a non-split11 (c =

1 in (1.7)) solution of the MCYBE for the supercoset on AdS5 × S5 with superalgebra

psu(2, 2|4), as in [5]. A standard choice is to take R that multiplies by −i (+i) positive

(negative) roots of the complexified algebra, and annihilates Cartan elements. Choices of

different real forms of the superalgebra correspond to inequivalent R-matrices, but one can

check that none of the examples considered so far [5, 14, 22, 39] are unimodular, which

is consistent with the findings of [22, 39]. We are not aware of a complete classification

of solutions of the MCYBE for psu(2, 2|4), which leaves open the possibility of having

unimodular non-split R-matrices that would lead to genuine string deformations. We will

not analyze this question further here.

As first pointed out in [33], there is a rich set of solutions to the CYBE (c = 0 in (1.7))

which can be used to define an η-deformation of the supercoset. These R-matrices can

be divided into two classes: abelian and non-abelian. Writing the R-matrix as (sums over

repeated indices are understood)

R =
1

2
rijbi ∧ bj , (R(x) = rijbiStr(bjx), x ∈ g), (1.9)

abelian R-matrices are the ones for which [bi, bj ] = 0 ∀i, j while non-abelian ones have

[bi, bj ] 6= 0 for some i, j. The unimodularity condition (1.8) takes the form

rij [bi, bj ] = 0 . (1.10)

9Essentially the same condition was argued to appear from the analysis of vertex operators of the β-

deformed AdS5 × S5 superstring in [38], see equation (87) there. That discussion would correspond to the

truncation of our deformed action at order O(η2). We thank Arkady Tseytlin for pointing this reference

out to us.
10It is easy to see that this condition is compatible with the (M)CYBE.
11For the split case (c = −1) there exist no solution for the compact subalgebra su(4) ⊂ psu(2, 2|4). It

seems then not possible to have a split solution for the full superalgebra.

– 4 –
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This is trivially satisfied by any abelian R-matrix, which is consistent with observations in

the literature, see e.g [37, 40, 41]. This is also in line with the expectation that abelian R-

matrices always have an interpretation in terms of (commuting) TsT-transformations12 [35].

For non-abelian R-matrices the unimodularity condition (1.10) is non-trivial, and it is

interesting to find all the compatible ones. In fact, as explained in section 5 it rules out

most of the R-matrices of the so-called Jordanian type, which is the only class considered

in the literature so far [33, 35, 37, 40, 41].

Here we will focus on the problem of classifying all R-matrices which satisfy the CYBE

on the bosonic subalgebra so(2, 4)⊕ so(6) ⊂ psu(2, 2|4) and are unimodular. The question

is non-trivial only for non-abelian R-matrices, which we classify by the rank. From (1.10),

any unimodular R-matrix of rank two R = a ∧ b must be abelian, i.e. [a, b] = 0, so non-

abelian unimodular R-matrices have at least rank four. In tables 1 and 2 we write down all

non-abelian rank four R-matrices for so(2, 4) (the second table gives the inequvalent ones

from the point of view of the string sigma model), and in table 3 we provide the bosonic

isometries and the number of supersymmetries that they preserve. These R-matrices are

constructed in section 5, where we also show that the only other possibility is rank six.

The extension to so(2, 4) ⊕ so(6) is essentially trivial as it turns out that they must be

abelian.13 in so(6). Therefore there are no new marginal deformations of the dual CFT.14

Notice that R6, R13 and R15 can be embedded in so(2, 3) and can therefore be used to de-

fine deformations of AdS4. To have non-abelian deformations of AdS3, instead, one must

involve also generators from the sphere.

Because abelian R-matrices seem to generate backgrounds which can be equivalently

obtained by doing (commuting) TsT-transformations on the undeformed model, one might

suspect that η-deformed strings always correspond to TsT-transformations. With the ex-

ception of the last three R-matrices our results appear to be consistent with this expecta-

tion, see section 5 for a discussion.

The outline of the rest of the paper is as follows. In section 2 we first review the

definitions of the deformed models, we introduce a notation that highlights their similar-

ities, and prove that the local fermionic symmetries of both deformed models are of the

standard Green-Schwarz form. In section 3 we derive the target space supergeometry for

the λ-model, and by comparing to the results of [30] we extract the corresponding back-

ground fields. Section 4 achieves the same goal for the η-model. Here we also show how the

unimodularity condition for the R-matrix is derived. In section 5 we study this condition

in detail. We discuss its compatibility with Jordanian R-matrices, and derive all rank-four

non-abelian unimodular R-matrices for so(2, 4) which solve the CYBE. In section 6 we

consider the case of backgrounds generated by R-matrices which act only on the bosonic

12TsT stands for T-duality — shift — T-duality [42–44]. Here we use it in the most general possible

sense, e.g. including non-compact and fermionic T-dualities.
13This includes R-matrices mixing generators of AdS and S, e.g. as in the so-called dipole deformations

of [45].
14This statement remains to be true also if we further allow the R-matrix to act non-trivially on super-

charges: after imposing unimodularity, preservation of the so(2, 4) isometry, reality and CYBE, we find

that the only possible R-matrices are abelian and they act just on so(6).

– 5 –
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R1 = p1 ∧ p2 + (p0 + p3) ∧ (J01 − J13)

R2 = p1 ∧ p2 + (p0 + p3) ∧ (p3 + J01 − J13)

R3 = p1 ∧ (J02 − J23) + (p0 + p3) ∧ (p2 + J01 − J13)

R4 = (p1 − J02 + J23) ∧ (k0 + k3 + 2p3 − 2J12) + 2(p0 + p3) ∧ (p2 + J01 − J13)

R5 = p1 ∧ (J02 − J23) + (p0 + p3) ∧ (D + J03)

R6 = p1 ∧ J03 + 2p0 ∧ p3

R7 = J03 ∧ J12 + 2p0 ∧ p3

R8 = p1 ∧ p2 + (p0 + p3) ∧ J12

R9 = p1 ∧ p2 + (p0 + p3) ∧ (p3 + J12)

R10 = p1 ∧ p2 + p3 ∧ (p0 + J12)

R11 = p1 ∧ p2 + p3 ∧ J12

R12 = p1 ∧ p2 + p0 ∧ (p3 + J12)

R13 = p1 ∧ p2 + p0 ∧ J12

R14 = p1 ∧ p2 + J12 ∧ J03

R15 = p1 ∧ p3 + (J01 − J13) ∧ (p0 + p3)

R16 = p1 ∧ p3 + (p2 + J01 − J13) ∧ (p0 + p3)

R17 = p1 ∧ (p3 + J02 − J23) + (p0 + p3) ∧ (p2 + J01 − J13)

Table 1. All non-abelian unimodular rank-four R-matrices (CYBE) of so(2, 4) up to automor-

phisms of the corresponding subalgebras (see section 5).

subalgebra. We work out certain examples generated by the R-matrices previously derived,

and we check in some cases that they are equivalent to sequences of TsT transformations

on the original undeformed model.

2 η and λ-deformed string sigma models

The η and λ deformations are deformations of supercoset sigma models that preserve

the classical integrability of the original models. In the string theory context the most

studied example is the deformation of the AdS5 × S5 string15 described by a PSU(2,2|4)
SO(1,4)×SO(5)

supercoset sigma model [47]. However, there are many other backgrounds where at least

a subsector of the string worldsheet theory is described by a supercoset sigma model, e.g.

AdS4 ×CP
3 [48–50], AdS3 × S3 × T 4 [51], AdS2 × S2 × T 6 [52] and several others [3].

We start by reviewing the definitions of the deformed models. The relevant superalge-

bra conventions are collected in appendix A.

15Another supercoset closely related to this is the pp-wave background of [46].
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R1 = (p1 + a(J01 − J13)) ∧ p2 + (p0 + p3) ∧ (J01 − J13)

R2 = (p1 + a(p3 + J01 − J13) + b(p0 + p3)) ∧ p2 + (p0 + p3) ∧ (p3 + J01 − J13)

R3 = (p1 + a(p2 + J01 − J13)) ∧ (p1 + J02 − J23) + (p0 + p3) ∧ (p2 + J01 − J13)

R4 = ((p1−J02+J23)+2a(p2+J01−J13)+2b(p0+p3)) ∧ (k0+k3+2p3−2J12+c(p0+p3))

+2d(p0 + p3) ∧ (p2 + J01 − J13)

R5 = p1 ∧ (J02 − J23) + a(p0 + p3) ∧ (D + J03)

R6 = p1 ∧ J03 + 2p0 ∧ p3

R7 = J03 ∧ J12 + 2p0 ∧ p3

R8 = p1 ∧ p2 + (p0 + p3) ∧ J12

R9 = p1 ∧ p2 + a (p0 + p3) ∧ (p3 + J12)

R10 = p1 ∧ p2 + a p3 ∧ (p0 + J12)

R11 = p1 ∧ p2 + p3 ∧ J12

R12 = p1 ∧ p2 + a p0 ∧ (p3 + J12)

R13 = p1 ∧ p2 + p0 ∧ J12

R14 = p1 ∧ p2 + J12 ∧ J03

R15 = (p1 + a(p0 + p3)) ∧ p3 + (J01 − J13) ∧ (p0 + p3)

R16 = (p1 + a(p0 + p3)) ∧ p3 + (p2 + J01 − J13) ∧ (p0 + p3)

R17 = (p1 + a(p0 + p3)) ∧ (p1 + p3 + J02 − J23) + (p0 + p3) ∧ (p2 + J01 − J13)

Table 2. All non-abelian unimodular rank four R-matrices (CYBE) of so(2, 4) up to inner auto-

morphisms.

2.1 Lagrangians of the deformed models

The η-model Lagrangian takes the form [5, 33]

L = −
(1 + cη2)2

4(1− cη2)
(γij − εij)Str(g−1∂ig d̂O

−1
− (g−1∂jg)) , (2.1)

where g is a group element of G, i, j are worldsheet indices, γij is the (Weyl-invariant)

worldsheet metric and ε01 = +1. Here η is the deformation parameter, and setting η = 0

yields the Lagrangian of the undeformed supercoset sigma model. The deformation involves

the Lie algebra operators

O+ = 1 + ηRgd̂
T , O− = 1− ηRgd̂ , (2.2)

where Rg = Ad−1
g RAdg, R

T = −R and R satisfies the (M)CYBE (1.7). Our derivation is

general and we will not need to pick a particular solution of (1.7): we only need to assume

the above properties for R, and we will treat the homogeneous (c = 0, CYBE) and the

inhomogeneous (c = 1, MCYBE) cases at the same time. In the Lagrangian the following
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supercharges bosonic isometries

R1 8 p0 + p3, p1, p2, p0 − p3 − 2(J02 − J23), (a = 0)

8 p0 + p3, p1 + a(J01 − J13), p2, (a 6= 0)

R2 8 p0 + p3, p1, p2, p0 − p3 − J01 − J02 + J13 + J23, (a = 0)

8 p0 + p3, p1 + a(J01 − J13), p2, (a 6= 0)

R3 8 p0 + p3, p1, J02 − J23, (a = 0)

8 p0 + p3, p1 + (J02 − J23), J02 − J23 − a(J01 − J13 + p2), (a 6= 0)

R4 0 −J02 + J23 + p1 + 2a(J01 − J13 + p2), p0 + p3, 2J12 − 2p3 − k0 − k3,

R5 8 D + J03, p0 + p3,

R6 0 J03, p1, p2,

R7 0 J03, J12,

R8 0 p0, p3, J12,

R9 0 p0, p3, J12,

R10 0 p0, p3, J12,

R11 0 p0, p3, J12,

R12 0 p0, p3, J12,

R13 0 p0, p3, J12,

R14 0 J03, J12,

R15 8 p0 + p3, p1, p2,

R16 8 p0 + p3, p1, p2,

R17 8 p0 + p3, p1, J02 − J23 − p2 + p3,

Table 3. For each R-matrix of table 2 we indicate the number of unbroken supercharges and we

list the unbroken bosonic isometries.

combinations of projection operators appear

d̂ = P (1) + 2η̂−2P (2) − P (3) , η̂ =
√
1− cη2 .

d̂T = −P (1) + 2η̂−2P (2) + P (3) , where d̂+ d̂T = 4η̂−2P (2) .
(2.3)

The λ-model is defined as a deformation of the G/G gauged WZW model. To get a stan-

dard string sigma model one integrates out the gauge-field which leads to a Lagrangian16

somewhat similar to that of the η-model, namely [6]

L = −
k

2π
(γij − εij)Str(g−1∂ig(1 + B̂0 − 2O−1

− )(g−1∂jg)) . (2.4)

16This is the classical Lagrangian. At the quantum level there is also a Fradkin-Tseytlin term R(2)φ

present, where φ is the dilaton superfield, generated by integrating out the gauge-field, whose form will be

discussed in section 3.
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Here k is the level of the WZW model,17 and the Lie algebra operators O± are now defined

as

O+ = Ad−1
g − ΩT , O− = 1−Ad−1

g Ω . (2.5)

In this case things are written in terms of the combinations of projectors

Ω = P (0)+λ−1P (1)+λ−2P (2)+λP (3) ,

ΩT = P (0)+λP (1)+λ−2P (2)+λ−1P (3) , 1− ΩΩT = 1− ΩTΩ = (1− λ−4)P (2) .
(2.6)

Both the Lagrangian (2.1) of the η and (2.4) of the λ-model can be formally written

in the same way18

L = −
T

2
γijStr(A

(2)
−iA

(2)
−j ) +

T

2
εijStr(A−iB̂A−j) , (2.7)

in terms of the one-forms

A± = O−1
± (g−1dg) , (2.8)

where the string tension T and the operator B̂ (responsible for the B-field) in the two cases

are

η −model : T =

(
1 + cη2

1− cη2

)2

, B̂ =
η̂2

2
(P (1) − P (3) + ηd̂TRgd̂) ,

λ−model : T =
k

π
(λ−4 − 1) , B̂ = (λ−4−1)−1(OT

−B̂0O−+ΩTAdg−Ad−1
g Ω) .

(2.9)

An important role is played by the operator

M = O−1
− O+ (2.10)

which relates A− to A+ as A− = MA+. Using the expressions in (B.2) it is not hard to

show that

MTP (2)M = P (2) , (2.11)

which implies that the operator P (2)MP (2) implements a Lorentz transformation on the

subspace with grading-2 of the superisometry algebra. This implies that there exists an

element h ∈ H = G(0) ⊂ G such that

P (2)MP (2) = Ad−1
h P (2) = P (2)Ad−1

h . (2.12)

The fact that Adh is a Lorentz transformation implies the basic relation between the action

on vectors and spinors

[Adh]
γ̂
α̂γ

a
γ̂δ̂
[Adh]

δ̂
β̂ = [Adh]

a
bγ

b
α̂β̂
. (2.13)

We refer to appendix B for some useful identities satisfied by the operators entering the

deformed models.

17B̂0 = −B̂T
0 is related to the original WZ-term, see section 3.

18We have used (2.3), (2.6), AdT
g = Ad−1

g and RT
g = −Rg.
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2.2 Kappa symmetry transformations in Green-Schwarz form

Both the η and λ model have a local fermionic symmetry which removes 16 of the 32

fermions, and here we show that it takes the form of the standard kappa symmetry of the GS

superstring. The transformations for the local fermionic symmetry take the form [5, 6, 33]

O−1
+ (g−1δκg) = P ij

− {iκ̃
(1)
i , A

(2)
−j}+ ζsP ij

+ {iκ̃
(3)
i , A

(2)
+j} , (2.14)

where we denote the parameter by κ̃, which is related to the kappa symmetry parameter κ

of the GS string as explained below. The above transformations are accompanied by the

variation of the worldsheet metric

δκγ
ij =

ζ2

2

(
Str(W [(P+iκ̃

(1))i, (P+A
(1)
+ )

j
]) + Str(W [(P−iκ̃

(3))i, (P−A
(3)
− )

j
])
)
, (2.15)

where we have defined

P ij
± =

1

2
(γij±εij) , ζ =

{
η̂

λ
, s =

{
0 η −model

1 λ−model
. (2.16)

Using the fact that A
(2)
− is related to A

(2)
+ by a gauge transformation, i.e.

A
(2)
− = P (2)MA

(2)
+ = Ad−1

h A
(2)
+ , (2.17)

we can write the kappa transformations as19

iδκE
(2) = 0 , iδκE

(1) = P ij
− {iκ

(1)
i , E

(2)
j } , iδκE

(3) = P ij
+ {iκ

(3)
i , E

(2)
j }

δκγ
ij =

1

2
Str(W [(P+iκ

(1))i, (P+E
(1))

j
]) +

1

2
Str(W [(P−iκ

(3))i, (P−E
(3))

j
]) ,

(2.18)

where κ(1) = ζAdhκ̃
(1) and κ(3) = (−i)sζκ̃(3). This shows that the kappa symmetry

variations have the standard GS form, and at the same time it allows us to identify the

supervielbeins with projections of A± as20

E(2) ≡ EaPa = A
(2)
+ , E(1) ≡ Eα̂1Q1

α̂ = ζAdhA
(1)
+ , E(3) ≡ Eα̂2Q2

α̂ = isζA
(3)
− . (2.19)

In terms of these the Lagrangian (2.7) takes the standard form

L = −
T

2
γijStr(E

(2)
i E

(2)
j ) +

T

2
εijBij , (2.20)

where the B-field can be read off from (2.9).

19In writing the transformations in this form we used (B.4).
20The explicit i in E(3) and κ(3) in the case of the λ-model is needed to put the transformations in the

standard type IIB form. The reason for having i can be traced to the relative sign between P (1) and P (3)

in (2.6) compared to (2.3). Alternatively, insisting on manifest reality of the model, the kappa symmetry

transformations and superspace constraints become those of type IIB* rather than type IIB. This is rather

natural since the λ-model is a deformation of the non-abelian T-dual of the AdS5×S5 string, which involves

also a T-duality in the time direction.
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Since the action and kappa symmetry transformations take the standard GS form,

it follows from the analysis of [30] that the target superspace of these models solves the

generalized type II supergravity equations derived there. If the Killing vectorKa appearing

in these equations vanishes, they reduce to the standard supergravity equations. In the

next sections we will derive the form of the target space supergeometry for the η and λ-

deformed strings. Having identified the supervielbeins of the background superspace we

can find the supergeometry by calculating the torsion21

T a = dEa + Eb ∧ Ωb
a , T α̂I = dEα̂I −

1

4
(γabE

I)α̂ ∧ Ωab (I = 1, 2) , (2.21)

and reading off the background superfields by comparing to the general expressions derived

in [30]. These are valid for a generalized type II supergravity background and reduce to

those of a standard supergravity background (see e.g. [36]) only when Ka = 0. We will

see that the λ-model background is a solution to standard (type II*) supergravity. For the

η-model background we will derive the condition on the R-matrix of the η-model for it to

give rise to a standard type II background.

3 Target superspace for the λ-model

In this section we present the derivation for the λ-model. We refer to appendix B.1 for

more details. The supervielbeins are defined in terms of projections of A± by (2.19). To

calculate the torsion we therefore need to calculate the exterior derivative of A±. Using

A+ = O−1
+ (g−1dg) where O± are defined in (2.5) we find

dA+ = O−1
+ (dO+ ∧A+) +O−1

+ (g−1dg ∧ g−1dg)

= −O−1
+ {g−1dg,Ad−1

g A+}+
1

2
O−1

+ {g−1dg, g−1dg}

= −
1

2
O−1

+ {Ad−1
g A+,Ad

−1
g A+}+

1

2
O−1

+ {ΩTA+,Ω
TA+}

= −
1

2
{A+, A+} −

1

2
O−1

+ (ΩT {A+, A+} − {ΩTA+,Ω
TA+}) , (3.1)

where we used the fact that g−1dg = O+A+ = (Ad−1
g − ΩT )A+ to write everything in

terms of A+. An almost identical calculation gives

dA− =
1

2
{A−, A−}+

1

2
O−1

− Ad−1
g (Ω{A−, A−} − {ΩA−,ΩA−}) . (3.2)

In the above equations it is useful to expand out the expressions inside parenthesis,

see (B.5), (B.6). Projecting equation (B.5) with P (2) we find

dE(2) =
1

2
{E(1), E(1)}+

1

2
{E(3), E(3)} − {A

(0)
+ , E(2)} − iλ{E(3), P (3)ME(2)}

− iλP (2)MT {E(2), E(3)} −
1

2
λ2{P (3)ME(2), P (3)ME(2)} −

1

2
P (2)MT {E(2), E(2)}

− λ2P (2)MT {E(2), P (3)ME(2)} . (3.3)

21Our conventions are the same as those of [30]. In particular d acts from the right and components of

superforms are defined as ωn = 1
n!
EAn ∧ · · · ∧ EA1ωA1···An .
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where the result has been rewritten in terms of the supervielbeins (2.19), and we have

used (B.4) and (2.12). Using the explicit form of the commutators in (A.1) and (A.2)

we find that the component T a of the torsion takes the standard form (here and in the

following we drop the ∧’s for readability)

T a = dEa + EbΩb
a = −

i

2
E1γaE1 −

i

2
E2γaE2 , (3.4)

if we identify the spin connection as22

Ωab = −(A+)ab − 2λ(E2γ[a)α̂M
α̂2

b] −
3i

2
λ2EcM α̂2

[a(γb)α̂β̂M
β̂2

c] +
1

2
Ec(Mab,c − 2Mc[a,b]) .

(3.5)

To derive the other components of the torsion we first need to compute the exterior

derivative of the fermionic supervielbeins. Using (B.6) and (2.19) we find

dE(3) =
i

2
λP (3)M{E(3), E(3)} − {A

(0)
+ , E(3)}+ {P (0)ME(2), E(3)}

− iλ
[
1 + λ(1− λ−4)P (3)(OT

+)
−1
]
Ad−1

h

(
{E(2), E(1)} − {E(2),AdhP

(1)ME(2)}
)

+
i

2
λ(1− λ−4)P (3)(OT

+)
−1Ad−1

h {E(2), E(2)} . (3.6)

Since we have already identified the form of the spin connection (3.5) from the previous

computation, we can now find the corresponding component of the torsion (2.21) and

compare it to the standard form given in [30], i.e.

T α̂2 = Eα̂2E2χ2 −
1

2
E2γaE2(γaχ

2)α̂ +
1

8
Ea(E2γbc)α̂Habc −

1

8
Ea(E1γaS

12)α̂ +
1

2
EbEaψα̂2

ab ,

(3.7)

where H is the NSNS three-form, S the RR bispinor, χI
α̂ the dilatino and ψα̂I

ab the gravitino

field strength superfields. We find that T α̂2 takes the above form if we identify

Habc = 3M[ab,c] + 3iλ2M α̂2
[a(γb)α̂β̂M

β̂2
c] , (3.8)

S α̂1β̂2 = −8λ
[
Adh(1 + λ(1− λ−4)O−1

+ )
]α̂1

γ̂1K̂
γ̂1β̂2 , (3.9)

χ2
α̂ =

1

2
λγa

α̂β̂
M β̂2

a , (3.10)

ψα̂2
ab =

i

4
λ(1− λ−4)[(OT

+)
−1Ad−1

h ]α̂2cdK̂ab
cd −

1

4
[AdhM ]β̂1[a(γb])β̂γ̂S

γ̂1α̂2 . (3.11)

As already remarked, the RR bispinor superfield is imaginary if we interpret the λ-model

target space as a solution of type II supergravity, as here, rather than type II* supergrav-

ity.23 This determines the bosonic target space fields, with the exception of the dilaton

which we will determine shortly. First, let us calculate also the remaining components of

the femionic superfields, which we will extract from the corresponding component of the

22Here we rewrote A
(0)
± = 1

2
Aab

± Jab and used the relation between components of M and MT in (A.11).
23Let us recall that at least in some cases it is possible to define a real type II background, after analytic

continuation or proper choice of coordinate patch [26, 27].
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torsion, T α̂1. From (B.5) and using (2.19) we find

dE(1) = −{AdhA
(0)
+ + dhh−1, E(1)}+

1

2
λ(1− λ−4)P (1)AdhO

−1
+ Ad−1

h {E(1), E(1)}

− iλAdh{E
(2), E(3)}−λ2Adh{E

(2), P (3)ME(2)}−iλ2(1−λ−4)P (1)AdhO
−1
+ {E(2), E(3)}

−
1

2
λ(1− λ−4)P (1)AdhO

−1
+

(
{E(2), E(2)}+ 2λ2{E(2), P (3)ME(2)}

)
. (3.12)

Using this expression we find24

T α̂1 = Eα̂1E1χ1 −
1

2
E1γaE1(γaχ

1)α̂ −
1

8
Ea(E1γbc)α̂Habc −

1

8
Ea(E2γaS

21)α̂ +
1

2
EbEaψα̂1

ab ,

(3.13)

is again of the standard form given in [30], where S β̂2α̂1 = −S α̂1β̂2 and

χ1
α̂=−

i

2
γb
α̂β̂

[AdhM ]β̂1b , ψα̂1
ab =−

1

2
λ(1−λ−4)[AdhO

−1
+ ]α̂1cdK̂ab

cd−
i

4
λ(S12γ[a)

α̂
β̂M

β̂2
b] .

(3.14)

We complete the set of background superfields for the λ-model by noting that the B-field

can be written in the two equivalent forms

B = (λ−4 − 1)−1
[
B0 + Str(g−1dg ∧A−)

]
, dB0 =

1

3
Str(g−1dg ∧ g−1dg ∧ g−1dg) ,

= (λ−4 − 1)−1
[
B0 − Str(g−1dg ∧ ΩTA+)

]
,

(3.15)

and that the dilaton is given by

e−2φ = sdet(O+) = sdet(Adg − Ω) . (3.16)

This result for the dilaton arises from integrating out the gauge-fields in the deformed

gauged WZW model [6]. To verify that the λ-model gives rise to a standard supergravity

background25 it is enough to verify that the dilatino’s found in (3.10) and (3.14) are indeed

the spinor derivatives of φ

∇α̂2φ =
i

2
λK̂β̂1γ̂2STr(Q1

β̂
M [Q2

α̂, Q
2
γ̂ ]) = χ2

α̂ ,

∇α̂1φ =
1

2
(1− λ−4)[Ad−1

h ]β̂ α̂STr(P
aO−1

− [Q1
β̂
, Pa]) = χ1

α̂ .

(3.17)

24To calculate this component of the torsion we must first find the Lorentz-transformed spin connection

AdhA
(0)
+ + dhh−1 appearing in the first term, see equation (B.9) and the corresponding derivation.

25As pointed out in [30] this was clear from the fact that the metric of the λ-model does not admit any

isometries, so that the Killing vector Ka of the generalized supergravity equations vanishes.
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4 Target superspace for the η-model

The calculations for the η-model proceed along the same lines as those for the λ-model

with only minor differences. We begin by calculating the derivative of A+

dA+ = O−1
+ (dO+ ∧A+) +O−1

+ (g−1dg ∧ g−1dg)

= ηO−1
+ Rg{g

−1dg, d̂TA+} − ηO−1
+ {g−1dg,Rgd̂

TA+}+
1

2
O−1

+ {g−1dg, g−1dg}

=
1

2
O−1

+ {A+, A+}+ ηO−1
+ Rg{A+, d̂

TA+}+ η2O−1
+ Rg{Rgd̂

TA+, d̂
TA+}

−
1

2
η2O−1

+ {Rgd̂
TA+, Rgd̂

TA+}

=
1

2
O−1

+ {A+, A+} −
1

2
cη2O−1

+ {d̂TA+, d̂
TA+}+ ηO−1

+ Rg{A+, d̂
TA+} , (4.1)

where we used the fact that g−1dg = O+A+ and in the last step we used the fact that R

(as well as Rg) satisfies the (M)CYBE equation, so that

{Rgd̂
TA+, Rgd̂

TA+} − 2Rg{Rgd̂
TA+, d̂

TA+} − c{d̂TA+, d̂
TA+} = 0 . (4.2)

The result for dA− is simply obtained by changing the sign of η and replacing d̂T → d̂ in

the above expression

dA− =
1

2
O−1

− {A−, A−} −
1

2
cη2O−1

− {d̂A−, d̂A−} − ηO−1
− Rg{A−, d̂A−} . (4.3)

After rewriting dA+ as in (B.13) and projecting with P (2) we find

dE(2) = {A
(0)
+ , E(2)}+

1

2
{E(1), E(1)}+

1

2
{E(3), E(3)} − 2η̂{E(3), P (3)O−1

− E(2)}

+ 4η̂−1P (2)O−1
+ {E(2), E(3)} − 8P (2)O−1

+ {E(2), P (3)O−1
− E(2)}

+ 2η̂2{P (3)O−1
− E(2), P (3)O−1

− E(2)}+ 2ηη̂−2P (2)O−1
+ Rg{E

(2), E(2)} , (4.4)

where we have used (2.19) to write the result in terms of the supervielbeins, together

with (B.4) and (2.12). We check again that the bosonic torsion T a takes the standard

form (3.4), where we can now identify the spin connection for the η-model background as

Ωab = (A+)ab + 2iη̂(γ[aE
2)α̂M

α̂2
b] +

3i

2
η̂2EcM α̂2

[a(γb)α̂β̂M
β̂2

c] −
1

2
Ec(2Mc[a,b] −Mab,c) .

(4.5)

As before, we continue by computing the remaining components of the torsion. First,

from (B.14) we get

dE(3) = {A
(0)
+ , E(3)}+ η̂P (3)O−1

− {E(3), E(3)}+ 2{P (0)O−1
− E(2), E(3)}

+ P (3)(4O−1
− − 1− 2η̂−2)Ad−1

h {E(2), E(1)} − 2ηη̂−1P (3)O−1
− RgAd

−1
h {E(2), E(2)}

+ 2η̂P (3)(4O−1
− − 1− 2η̂−2){Ad−1

h E(2), P 1O−1
− E(2)} , (4.6)
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which we use to check that also T α̂2 is of the standard form (3.7). To do this we make use

of the spin connection (4.5) and we identify the following superfields for the η-model

Habc = 3M[ab,c] − 3iη̂2M α̂2
[a(γb)α̂β̂M

β̂2
c] , (4.7)

S α̂1β̂2 = 8i[Adh(1 + 2η̂−2 − 4O−1
+ )]α̂1γ̂1K̂

γ̂1β̂2 , (4.8)

χ2
α̂ = −

i

2
η̂γa

α̂β̂
M β̂2

a , (4.9)

ψα̂2
ab = −2ηη̂−1[O−1

− RgAd
−1
h ]α̂2cdK̂ab

cd +
1

4
η̂[AdhM ]β̂1[a(γb]S

12)β̂
α̂ . (4.10)

To identify the last component of the spinor superfields we must compute torsion T α̂1.

Starting from (B.13) we find

dE(1) = {AdhA
(0)
+ − dhh−1, E(1)}+ η̂P (1)AdhO

−1
+ Ad−1

h {E(1), E(1)}

+ P (1)Adh(4O
−1
+ − 1− 2η̂−2){E(2), E(3)}+ 2ηη̂−1P (1)AdhO

−1
+ Rg{E

(2), E(2)}

− 2η̂P (1)Adh(4O
−1
+ − 1− 2η̂−2){E(2), P (3)O−1

− E(2)} . (4.11)

Using this expression we can check26 that T α̂1 is standard, see (3.13), where S β̂2α̂1 =

−S α̂1β̂2 and

χ1
α̂ =

i

2
η̂γb

α̂β̂
[AdhM ]β̂1b , ψα̂1

ab = 2ηη̂−1[AdhO
−1
+ Rg]

α̂1
cdK̂ab

cd −
1

4
η̂(S12γ[a)

α̂
β̂M

β̂2
b] .

(4.12)

Let us also note that in the case of the η-model the B-field can be written in the two ways

B =
η̂2

4
Str(g−1dg ∧ d̂TA+) = −

η̂2

4
Str(g−1dg ∧ d̂A−) , (4.13)

which are equivalent thanks to the properties of O± under transposition.

4.1 Dilaton and supergravity condition

Unlike in the case of the λ-model, the η-model does not come with a natural candidate

dilaton. Indeed, in general the target space geometry of the η-model is a solution of the

generalized type II supergravity equations of [25, 30] rather than the standard ones, and a

dilaton does not exist. One of our goals is to determine precisely when a dilaton exists for

the η-model. To do this, let us define a would-be dilaton in the same way as the dilaton is

defined in the λ-model

e−2φ = sdet(O+) = sdet(1 + ηRgd̂
T ) . (4.14)

For this to be the actual dilaton of the η-model its spinor derivatives must coincide with

the dilatinos in (4.9) and (4.12). In (B.18) we write down the result for dφ. In particular

26As in the previous section, we need to first find an expression for AdhA
(0)
+ − dhh−1, see (B.16).
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we find27

∇α̂2φ = −2η̂−1STr(P aO−1
+ [Q2

α̂, Pa])−
η

2
η̂−1K̂ABSTr(TARg[TB, Q

2
α̂])

= χ2
α̂ −

η

2
η̂−1K̂ABSTr([TA, RTB]gQ

2
α̂g

−1) , (4.15)

∇α̂1φ = −η̂[Ad−1
h ]β̂ α̂(K̂

γ̂1δ̂2STr(Q2
δ̂
O−1

+ [Q1
β̂
, Q1

γ̂ ])−
η

2
K̂ABSTr(TARg[TB, Q

1
β̂
]))

= χ1
α̂ +

η

2
η̂[Ad−1

h ]β̂ α̂K̂
ABSTr([TA, RTB]gQ

1
β̂
g−1) . (4.16)

Therefore a sufficient condition for the η-model to lead to a standard supergravity back-

ground is that

K̂ABSTr([TA, RTB]gQ
I
α̂g

−1) = 0 , (4.17)

or, since g is an arbitrary group element (modulo gauge-transformations),

STr(Radx) = 0 , ∀x ∈ g (i.e. RB
Af

A
BC = 0, or RBCfABC = 0) . (4.18)

To see that this condition is also necessary we calculate the Killing vector superfield Ka

appearing in the generalized supergravity equations of [30], which in general is given by

Ka = −
i

16
(γa)α̂β̂(∇α̂1χβ̂1 −∇α̂2χβ̂2) , (4.19)

and whose result is collected in (B.19). The η-model has a standard type II supergravity

solution as target space if Ka = 0. In fact, it must be that it vanishes order by order in

the deformation parameter η. At linear order we find the equation

K̂ABSTr([TA, RTB]gPag
−1) = 0 , (4.20)

which, since g ∈ G is arbitrary implies (4.18). Therefore the condition (4.18) is both

necessary and sufficient, and also the higher order terms in η in (B.19) vanish when this

condition is fulfilled.

5 Non-abelian R-matrices and the unimodularity condition

In this section we study the unimodularity condition (1.8) for the R-matrix. First we

analyse its compatibility with a class of non-abelian R-matrices — the Jordanian ones —

and then we explain how to classify all unimodular R-matrices solving the CYBE on the

bosonic subalgebra of the superisometry algebra.

Following [53] we define an “extended Jordanian” R-matrix for a Lie superalgebra g as

follows: we fix a Cartan element h (deg(h) = 0) and a positive root e as well as a collection

of roots eγ±i
with i ∈ {1, 2, . . . , N} such that deg(e) = deg(eγi) + deg(eγ−i

) (mod 2) and

satisfying

[h, e] = e , [h, eγi ] = (1− tγi)eγi , [h, eγ−i
] = tγieγ−i

, (tγi ∈ C)

[eγ±i
, e] = 0 , [eγk , eγl ] = δk,−le , (k > l ∈ {±1,±2, . . . ,±N}) . (5.1)

27Here we used the fact that O−1
± P (0) = P (0).
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The extended Jordanian R-matrix is then defined as

R = h ∧ e+
N∑

i=1

(−1)deg(eγi ) deg(eγ−i
)eγi ∧ eγ−i

. (5.2)

It is now easy to see that for a bosonic deformation, i.e. deg(e) = 0, we have

rij [bi, bj ] = (N0 −N1 + 1)e , (5.3)

with N = N0 + N1, N0 (N1) being the number of bosonic (fermionic) roots eγi . For this

to vanish we need precisely one more fermionic eγi than bosonic. This is clearly a very

strong restriction on the allowed Jordanian R-matrices. Let us note that this result is

compatible with the findings of [37, 40, 41], where Jordanian R-matrices acting only on

bosonic generators were found to produce backgrounds which do not solve the standard

supergravity equations. We have considered certain examples of bosonic Jordanian R-

matrices (namely R = J01 ∧ (P0 −P1), R = J03 ∧ (J01 − J13) and R = D ∧ pi, i = 0, . . . , 3)

and we have checked that it is not possible to find a positive and a negative fermionic root

satisfying (5.1) without spoiling the reality of the extended R-matrix. If possible, it would

be interesting to find extended Jordanian unimodular R-matrices for psu(2, 2|4), but we

will not analyze this question further here.

From now on we will restrict to the bosonic subalgebra so(2, 4) ⊕ so(6) ⊂ psu(2, 2|4).

Let us recall some known facts about solutions to the CYBE, (1.7) with c = 0, for ordinary

Lie algebras. The first important fact, due to Stolin [54, 55], is that there is a one-to-one

correspondence between constant solutions of the CYBE for a Lie algebra g and quasi-

Frobenius (or symplectic) subalgebras f ⊂ g (see also [56]). Notice that we do not need to

assume anything about the Lie algebra g, in particular it does not need to be simple. A

Lie algebra is quasi-Frobenius if it has a non-degenerate 2-cocycle ω, i.e.

ω(x, y) = −ω(y, x) , ω([x, y], z) + ω([z, x], y) + ω([y, z], x) = 0 , ∀x, y, z ∈ f . (5.4)

It is Frobenius if ω is a coboundary, i.e. ω(x, y) = f([x, y]) for some linear function f . If R

is a solution to the CYBE for g, then there is a subalgebra f on which R is non-degenerate.

This subalgebra is necessarily quasi-Frobenius, and writing R in the form (1.9) the 2-

cocycle is the inverse of the R-matrix, i.e. ω(bi, bj) = (r−1)ij . The converse is also true,

i.e. if f ⊂ g is quasi-Frobenius then the inverse of the 2-cocycle ω gives a solution to the

CYBE, as is easily verified. Therefore, finding solutions to the CYBE for a given g reduces

to finding all quasi-Frobenius subalgebras28 of g. A fact with important consequences for

our analysis is that if g is compact then f must be abelian [58]. This leads to the conclusion

that deformations involving only S5 (i.e. marginal deformations of the dual CFT) must

necessarily have abelian R-matrices.

We now show that the unimodularity condition (1.8) for the R-matrix adds a further

property to the quasi-Frobenius subalgebra f. If we write the structure constants as f ijk
in some basis, the 2-cocycle condition is

(r−1)i[jf
i
kl] = 0 . (5.5)

28This was done for sl(2) and sl(3) in [57].
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f Defining Lie brackets

R

4 —

h3 ⊕R [e1, e2] = e3

r3,−1 ⊕R [e1, e2] = e2, [e1, e3] = −e3

r′3,0 ⊕R [e1, e2] = −e3, [e1, e3] = e2

n4 [e1, e2] = −e4, [e4, e2] = e3

Table 4. The four-dimensional real unimodular quasi-Frobenius Lie algebras. In all cases the

2-cocycle can be taken as ω = e1 ∧ e4 + e2 ∧ e3, where ei denotes the dual basis of f∗.

Contracting this equation with rjk we get (r−1)ilf
i
jkr

jk = −2f iil, which together with the

unimodularity condition for the R-matrix written as (1.10), i.e. f ijkr
jk = 0, implies

f iil = 0 ⇔ tr(adx) = 0 ∀x ∈ f . (5.6)

Therefore f is a unimodular Lie algebra. Clearly the converse is also true and we have

established that solutions of the CYBE for a Lie algebra g which satisfy the condition (1.8)

are in one-to-one correspondence with unimodular quasi-Frobenius subalgebras of g.

For this reason we refer also to the R-matrices which satisfy (1.8) as unimodular.

A quasi-Frobenius Lie algebra must clearly have even dimension, and if the dimension

is two the algebra must be abelian to respect unimodularity. To find a non-abelian R-

matrix we must therefore consider at least the case of rank four. Luckily the real quasi-

Frobenius Lie algebras of dimension four were classified in [59], and the five unimodular

ones (Corollary 2.5 in [59]) are listed in table 4. The task of finding all R-matrices of rank

four which solve the CYBE and lead to a deformation of the AdS5×S
5 string with a proper

supergravity background is therefore reduced to finding all inequivalent embeddings of these

subalgebras in so(2, 4) ⊕ so(6). The most interesting problem is to find the embedding of

the non-abelian algebras29 in so(2, 4). This is still quite challenging, but it becomes simpler

by the following observation. A unimodular quasi-Frobenius Lie algebra is solvable [58],

and solvable subalgebras of so(2, 4) must be embeddable in one of the maximal solvable

subalgebras of so(2, 4), see [60] for a proof of this. Besides the Cartan subalgebra which

is not relevant for our purposes, Patera, Winternitz and Zassenhaus in [61] showed that

there are two maximal solvable subalgebras of so(2, 4), s1 and s2 of dimension 9 and 8

respectively. It is most convenient to write them using the conformal form of the so(2, 4)

algebra, with dilatation generator D, translations and special conformal generators pi, ki
(i = 0, . . . 3) and Lorentz transformations and rotations Jij . They are related to the form

of so(2, 4) in (A.1) with K̂ij
kl = −2δk[iδ

l
j] by

pi = Pi + Ji4 , ki = −Pi + Ji4 , D = P4 , (5.7)

29The extension to so(2, 4)⊕ so(6) is essentially trivial and amounts to adding in commuting generators

from so(6) in such a way that the commutation relations of the algebra are preserved.
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and the non-vanishing commutators are

[D, pi] = pi , [D, ki] = −ki , [pi, kj ] = −2ηijD + 2Jij , (5.8)

[Jij , pk] = 2ηk[ipj] , [Jij , kk] = 2ηk[ikj] , [Jij , Jkl] = ηikJjl − ηjkJil − ηilJjk + ηjlJik .

The metric on the Lie algebra is given by tr(DD) = 1, tr(pikj) = −2ηij , tr(JijJkl) =

−2ηi[kηl]j . The two non-abelian maximal solvable subalgebras of so(2, 4) then take the

form

s1 = span(pi, J01 − J13, J02 − J23, J03, J12, D) ,

s2 = span(p0 + p3, p1, p2, J01 − J13, J02 − J23, J12, J03 −D, k0 + k3 + 2p3) , (5.9)

up to automorphisms. Our task is reduced to finding all embeddings of the non-abelian

algebras in table 4 in s1 and s2. To simplify this problem further we will single out the

element e3 in this table30 and use automorphisms generated by elements of s1 (s2) to

simplify it as much as possible. Using this freedom we can bring e3 to one of the following

forms

s1 : (1) e3 = p1 , (2) e3 = J02 − J23 , (3) e3 = p1 + J02 − J23 , (4) e3 = p0 ,

(5) e3 = p3 , (6) e3 = p0 + p3 , (7) e3 = p0−p3+J01−J13 , (5.10)

s2 : (1) e3 = p1 , (2) e3 = p0 + p3 , (3) e3 = ap1+bp2+J01−J13 . (5.11)

The rest is a straightforward if slightly tedious calculation. The results are summarized

in tables 5–8. Note that in writing these embeddings we have used automorphisms of the

four-dimensional subalgebras which are not always inner automorphisms of so(2, 4). This

must be accounted for when constructing the list of inequivalent R-matrices. In table 1

in the introduction we write the corresponding R-matrices, R = e1 ∧ e4 + e2 ∧ e3 up to

automorphisms. In table 2 instead we list the inequivalent, modulo inner automorphisms

of so(2, 4), R-matrices. This is the result which is interesting from the string sigma model

perspective, since inner automorphisms correspond to field redefinitions in the sigma model,

i.e. coordinate transformations in target space. In table 3 we write down the bosonic

isometries and the number of supercharges that each R-matrix preserves. Given a generator

t of the superalgebra g, the condition that it is preserved by the R-matrix is given by

[t, R(x)] = R([t, x]) , ∀x ∈ g . (5.12)

Most of these R-matrices all have a form which suggests that they should correspond

to non-commuting TsT-transformations,31 in the sense that they involve sequences of T-

dualities along non-commuting directions. All but the last three R-matrices in table 1 have

the form

R = a ∧ b+ c ∧ d , (5.13)

30The reason for picking e3 is that it always arises as a commutator of two other elements. Since the last

three generators in s1 or s2 are never generated in commutators, they do not appear in e3.
31Here we use TsT in a generalized sense, where we can involve also non-compact directions.
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where [a, b] = [c, d] = 0 and c, d generate isometries of the corresponding background.

It is natural to conjecture that such R-matrices correspond to two successive TsT-

transformations, the first using isometries a, b and the second using isometries c, d. Note

that unlike in standard applications of TsT-tranformations, e.g. [62], the pairs of isometries

a, b and c, d do not commute with each other. This means that after the first TsT is imple-

mented, it is necessary to make a change of coordinates in order to realize the isometries

of the second TsT transformation as shift isometries. We will confirm this in section 6,

when we will check in some examples that the deformed backgrounds are indeed equiva-

lent to such sequences of TsT-transformations. These considerations suggest a very simple

picture for how TsT-transformations are interpreted at the level of the R-matrix: the TsT-

transformation involving isometries a, b should be simply implemented by adding a term

a∧ b to the R-matrix.32 Notice that the number of free parameters entering the definitions

of the R-matrices (plus the overall deformation parameter) does not need to be equal to

the number of TsT-transformations implemented. In fact, the number of parameters could

be reduced in some cases, if they can be reabsorbed by means of field redefinitions. In

other cases one might have more parameters than expected, which suggests the possibility

of applying TsT-transformations on linear combinations of the isometric coordinates.

The structure of the last three R-matrices in table 1 is different, and one observes

that now a, c generate isometries. However, one can check explicitly that the background

corresponding to R15, for example, is self-dual (up to field redefinitions) under a TsT-

transformation involving a, c.33 This example is particularly instructive because it can be

embedded in so(2, 3): in this algebra, the deformed background does not preserve other

bosonic isometries than a, c, which suggests that backgrounds corresponding to the algebra

n4 are not of TsT-type. Note that n4 is the only algebra considered which is not the direct

sum of a three-dimensional algebra and a commuting generator. One possibility is that

non-abelian T-duality of the corresponding subalgebra should instead play a role in the

interpretation of these backgrounds. A hint towards this direction comes from the results

of [63], where it was shown that a conformal anomaly is encountered when implementing

non-abelian T-duality on a subalgebra, unless all generators have vanishing trace.34 In the

case of the adjoint representation this condition is precisely that of unimodularity of the

corresponding subalgebra.

Let us now consider the case of higher ranks, which can only be six or eight. We

have not done a systematic study for the case of rank six R-matrices. One would first

need to identify all 6-dimensional subalgebras of s1 and s2, and check which of them are

unimodular and quasi-Frobenius. We have found that the subalgebra of s1 generated by

{pi, J03, J12} has both properties. It is straightforward to find the 2-form ω that solves the

cocycle condition (5.4), and invert it to find the corresponding R-matrix. For particular

choices of the free parameters this can be written e.g. as R = p0 ∧ p1 + p2 ∧ p3 + J01 ∧ J23.

32It is easy to check that this is compatible with the CYBE, since a, b are isometries and satisfy (5.12).
33Note that this is consistent with our above proposal on how to interpret the action of TsT at the level

of the R-matrix; in fact, in this case the addition of the term a ∧ c to R15 can be removed by an inner

automorphism of so(2, 4). Here a, c can be chosen to be p1, p0 + p3.
34We thank Arkady Tseytlin for pointing this reference out to us.
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h3 ⊕R e1 e2 e3 e4

1. p1 J01 − J13 p0 + p3 p2

2. p1 p3 + J01 − J13 p0 + p3 p2

3. p1 p2 + J01 − J13 p0 + p3 p1 + J02 − J23

4. 1
2p1 −

1
2(J02 − J23) p2 + J01 − J13 p0 + p3 k0 + k3 + 2p3 − 2J12

Table 5. Embeddings of h3 ⊕R in so(2, 4) up to automorphism.

r3,−1 ⊕R e1 e2 e3 e4

1. −D − J03 J02 − J23 p1 p0 + p3

2. J03 p0 − p3 p0 + p3 p1

3. J03 p0 − p3 p0 + p3 J12

(4.) D + 2J03 p1 p0 + p3 −

Table 6. Embeddings of r3,−1 ⊕R in so(2, 4) up to automorphism. The last case is an embedding

of r3,−1 which does not extend to an embedding of r3,−1⊕R. It is the only case where this happens

and included only since it is relevant for constructing all non-abelian R-matrices of so(2, 4)⊕ so(6).

r′3,0 ⊕R e1 e2 e3 e4

1. J12 p2 p1 p0 + p3

2. p3 + J12 p2 p1 p0 + p3

3. p0 + J12 p2 p1 p3

4. J12 p2 p1 p3

5. p3 + J12 p2 p1 p0

6. J12 p2 p1 p0

7. J12 p2 p1 J03

Table 7. Embeddings of r′
3,0 ⊕R in so(2, 4) up to automorphism.

n4 e1 e2 e3 e4

1. p3 J01 − J13 p0 + p3 p1

2. p3 p2 + J01 − J13 p0 + p3 p1

3. p1 + p3 + J02 − J23 p2 + J01 − J13 p0 + p3 p1

Table 8. Embeddings of n4 in so(2, 4) up to automorphism.

– 21 –



J
H
E
P
1
0
(
2
0
1
6
)
0
4
5

We have also checked that there is no 8-dimensional subalgebra which is at the same

time unimodular and quasi-Frobenius. Therefore there is no rank eight R-matrix which

produces a background that solves the supergravity equations of motion. It is in fact

easy to check that s2 (which is 8-dimensional) is quasi-Frobenius but not unimodular.

To identify all 8-dimensional subalgebras of s1 (which is 9-dimensional), we first define

e =
∑9

j=1 λjej to be the generator which we want to remove, where ej are the generators

of s1. Then for a generic element X ∈ s1 we define its component perpendicular to e as

X⊥ = X − P (X), where P projects35 along e. Then the condition to have a subalgebra

is P [X⊥, Y ⊥] = 0, ∀X,Y ∈ s1. These equations give two possible solutions, depending on

some unconstrained parameters

(a) e = λ7J12 + λ8J03 + λ9D ,

(b) e = λ1(p0 − p3) + λ8(J03 −D) .
(5.14)

In the case (a) we find36 that the subalgebra is unimodular if λ7 = 0 and λ9 = 2λ8.

However, for this choice it is not quasi-Frobenius — the cocycle condition gives a 2-form

of rank six. In the case (b) the subalgebra is not unimodular for any choice of λ1, λ8.

6 Some examples of supergravity backgrounds

In this section we give a brief discussion on the η-model backgrounds generated by solutions

of the CYBE (c = 0), when we restrict R to act only on the bosonic subalgebra. In most

cases a convenient parameterisation of the group element g = ga · gs ∈ SO(2, 4)× SO(6) is

ga = exp
(
xipi

)
· exp (log z D) , (6.1)

where pi, D are the generators defined in (5.7). Here we will be interested only on defor-

mations of AdS, so we will not need to specify the parameterisation that we use for gs on

the sphere. In this coordinate system the undeformed metric takes the familiar form

ds2η=0 =
ηijdx

i dxj + dz2

z2
+ ds2s . (6.2)

Because of our restriction on R, it is enough to look at the action of the operators O± on

the bosonic subalgebra. They take a block form

(
1 (O±)

bc
a

0 (O±)
b
a

)
, (6.3)

35We define P (X) = e STr(Xe∗), where e∗ is a dual to e, STr(ee∗) = 1. We can take it as

e∗ =
∑9

j=1

λj

||λ||2
ej , where ||λ||2 =

∑9
j=1 λ

2
j and ej are the duals of the generators in the basis such that

STr(eie
j) = δ

j
i .

36In both cases (a) and (b) one needs to choose carefully a basis for the 8-dimensional subalgebra, in such

a way that the generators are linearly independent and non-degenerate for generic choices of the remaining

λj . A way to do it is to pick an orthogonal basis, and normalise the vectors such that they can be degenerate

only if λj = 0 ∀j.
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since37 O±P
(0) = P (0). All the information about background fields of the deformed model

can be extracted by studying just the block (O+)
b
a — or in other words P (2)O+P

(2). Notice

that the results for (O−)
b
a are simply obtained by changing the sign of the deformation

parameter η. The dilaton of the deformed model is easily obtained by computing the

determinant of (O+)
b
a

eφ = (detO+)
−1/2 . (6.4)

The rest of the background fields are written in terms of (O−1
+ )b

a
— the inverse of the

block (O+)
b
a. The vielbein components for the deformed model are

Ea = (O−1
+ )a

b
eb , (6.5)

where ea is the bosonic vielbein of the undeformed background, related to the Maurer-

Cartan form as

g−1dg = eaPa +
1

2
ωabJab . (6.6)

The spacetime metric of the deformed background is then straightforwardly obtained, ds2 =

ηabE
aEb. The B-field can be extracted immediately from the action of the bosonic σ-model,

and it reads as

B =
1

2
dXn ∧ dXmBmn =

1

2
(O−1

− )ab e
a ∧ eb , (6.7)

where it is assumed that indices are raised and lowered with ηab. To get the Ramond-

Ramond fields we first need to consider the local Lorentz transformation given by M

in (2.10) and write its action on spinors

(Adh)
β̂
α̂ = exp

[
−
1

4
(logM)abΓ

ab

]
β̂
α̂ , (6.8)

where here we have introduced a basis for 32 × 32 Gamma-matrices.38 The RR fields are

obtained by solving the equation (note that (1.2) simplifies considerably for R-matrices of

the bosonic subalgebra)

(
ΓaFa +

1

3!
ΓabcFabc +

1

2 · 5!
ΓabcdeFabcde

)
Π = e−φ Adh(−4Γ01234)Π (6.9)

where Π = 1
2(1−Γ11) is a projector and (−4Γ01234)Π encodes the 5-form flux of the unde-

formed model. The various components of F ’s are found by multiplying the above equation

by the relevant Gamma-matrix Γa1...a2m+1 and then taking the trace. This computation39

yields the F ’s expressed with tangent indices, which are translated into form language by

F (2m+1) = 1
(2m+1)!E

a2m+1 ∧ . . . ∧ Ea1Fa1...a2m+1 .

37We recall that P (0) and P (2) are projectors on the subspaces spanned by the generators Jab and Pa

respectively. A useful matrix realisation of the algebra generators can be found in [22]. Here we identify

Pa = Pa, and Jab = −Jab, where Pa, Jab are the generators used in [22].
38For a convenient basis see [22].
39For F (5) it is enough to look at half of the components, e.g. F0bcde, and construct the corresponding

form f (5). Then F (5) = (1 + ∗)f (5), such that F (5) = ∗F (5).
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In the rest of this section we present some backgrounds solving the standard super-

gravity equations which we have derived by using the above procedure. We work out one

example for each of the 4-dimensional non-abelian subalgebras in table 4.

In section 5 we have argued that the R-matrices related to the subalgebras h3 ⊕ R,

r′3,0 ⊕ R, r3,−1 ⊕ R should produce backgrounds which can be obtained by sequences of

TsT-transformations starting from AdS5 × S5. We check this explicitly for the back-

grounds that we have derived, where we follow the conventions of [32] for the T-duality

rules [64–66]. Because the isometries of the first TsT do not commute with those of the

second one, we will see that before doing the last step it is necessary to implement a

coordinate transformation, which realizes the second pair of isometries as shifts of the

corresponding coordinates. Let us mention that since we have chosen to have just one

overall deformation parameter η (i.e. we fix some free parameters in the definitions of the

possible R-matrices), the shifts of the two TsT-transformations are related to each other.

This does not need to be true for generic cases.

6.1 h3 ⊕R

Let us choose the R-matrix (this corresponds to R1 in table 1 with x1 ↔ x3)

R = (J03 + J13) ∧ (p0 + p1) + p2 ∧ p3 , (6.10)

which preserves 4 bosonic isometries

p2 , p3 , p0 + p1 , p0 − p1 − 2(J02 + J12) , (6.11)

and 8 supercharges. Clearly, it is convenient to introduce lightcone coordinates x± = x0 ±

x1, since a shift of x+ will correspond to an isometry. The spacetime metric that we obtain is

ds2 = z−2

(
1 +

4η2

z4

)−1 (
4η2z−4x−dx−(2dx2 − x−dx−) + dx2

2 + dx3
2
)

+
−dx−dx+ + dz2

z2
+ ds2s.

(6.12)

The dilaton depends only on the z-coordinate, while the B-field also on x−

eφ =

(
1 +

4η2

z4

)−1/2

, B =
2η(dx2 − x−dx−) ∧ dx3

(4η2 + z4)
. (6.13)

The RR-fluxes turn out to be quite simple

F (5) = (1+∗)
2dx− ∧ dx+ ∧ dx2 ∧ dx3 ∧ dz

z(z4 + 4η2)
, F (3) =

4η

z5
(2x−dx2−dx

+)∧dx−∧dz. (6.14)

In order to show that this background can be obtained by a sequence of TsT-

transformations, we start from the deformed background and show that we can reach the

undeformed AdS5 × S5 by TsT-transformations. We will write T (xi) to indicate that we

apply T-duality along the isometric coordinate xi, and denote by x̃i the dual coordinate.

In this case we need to do the sequence

T (x2), x3 → x3 − 2ηx̃2, T (x̃2), T (ψ), w+ → w+ − 2ηψ̃, T (ψ̃), (6.15)
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where we need to redefine the coordinates in the 013 space

x+ = 2(ψ2w− + w+), x− = 2w−, x3 = −2ψw−, (6.16)

before applying the last TsT-transformation. Obviously, starting fromAdS5×S
5 and apply-

ing these TsT-transformations backwards, we find the deformed background presented here.

6.2 r′
3,0

⊕R

In this case we can choose an R-matrix which involves generators along spacelike directions

(R11 in table 1)

R = J12 ∧ p3 + p2 ∧ p1 . (6.17)

It preserves 3 bosonic isometries

J12, p0, p3, (6.18)

and no supercharges. It is more convenient to use the parameterisation

ga = exp(ξJ12) · exp(rp1 + x0p0 + x3p3) · exp(log z D), (6.19)

since ξ will be isometric. In the undeformed case

ds2η=0 =
−(dx0)2 + r2dξ2 + dr2 + dx3

2 + dz2

z2
+ ds2s, (6.20)

so that (r, ξ) are a radial and an angular coordinate in the 1, 2 plane. Turning on the

deformation parameter we find

ds2 = z−6

(
1+

4η2
(
r2+1

)

z4

)−1 [
dr2

(
4η2r2+z4

)
+r2z4dξ2−8η2r drdx3+dx3

2
(
4η2+z4

)]

+
dz2 − (dx0)2

z2
+ ds2s (6.21)

The dilaton and the B-field now depend on r and z

eφ =

(
1 +

4η2
(
r2 + 1

)

z4

)−1/2

, B =
2η r dξ ∧ (dr + rdx3)

z4 + 4η2 (r2 + 1)
. (6.22)

For the RR-fluxes we find

F (5) = (1 + ∗)
4r dx0 ∧ dr ∧ dξ ∧ dx3 ∧ dz

z (z4 + 4η2 (r2 + 1))
, F (3) =

8η

z5
(dx3 − rdr) ∧ dx0 ∧ dz. (6.23)

The sequence of TsT-transformations

T (x3), ξ → ξ + 2ηx̃3, T (x̃3), T (x1), x2 → x2 − 2ηx̃1, T (x̃1), (6.24)

(where r =
√
x21 + x22, ξ = arctan(x1/x2)) yields undeformed AdS5 × S5.
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6.3 r3,−1 ⊕R

The R-matrix (R6 in table 1 with x1 → x2, x3 → x1)

R = J01 ∧ p2 + 2p0 ∧ p1 , (6.25)

preserves 3 bosonic isometries

J01, p2, p3 , (6.26)

and no supercharges. As before, it is more convenient to parameterise the group element

in a different way

ga = exp(tJ01) · exp(ρp1 + x2p2 + x3p3) · exp(log z D), (6.27)

so that t is an isometry. In the undeformed case we have the spacetime metric

ds2η=0 =
−ρ2dt2 + dρ2 + dx2

2 + dx3
2 + dz2

z2
+ ds2s, (6.28)

while the defomation gives

ds2=z−6

(
1−

4η2
(
ρ2+4

)

z4

)−1(
−ρ2z4dt2−16η2ρdρdx2+dx2

2
(
z4−16η2

)
+dρ2

(
z4−4η2ρ2

))

+
dx3

2

z2
+
dz2

z2
+ ds2s . (6.29)

The dilaton and the B-field depend on ρ and z

eφ =

(
1−

4η2(4 + ρ2)

z4

)−1/2

, B =
2η ρ dt ∧ (2dρ− ρdx2)

z4 − 4η2 (4 + ρ2)
, (6.30)

and the RR-fluxes are

F (5) = −(1 + ∗)
4ρ dt ∧ dρ ∧ dx2 ∧ dx3 ∧ dz

z (z4 − 4η2 (4 + ρ2))
, F (3) =

8η(2dx2 + ρdρ) ∧ dx3 ∧ dz

z5
. (6.31)

We can get back the undeformed AdS5 × S5 background by applying the sequence of

TsT-transformations

T (x2), t→ t+ 2ηx̃2, T (x̃2), T (x1), x0 → x0 − 4ηx̃1, T (x̃1), (6.32)

where x1 = ρ cosh t, x0 = ρ sinh t.

6.4 n4

Let us consider the R-matrix (R15 in table 1 with x1 ↔ x3)

R = p1 ∧ p3 + (p0 + p1) ∧ (J03 + J13) (6.33)

which preserves the 3 bosonic isometries

p0 + p1 , p2 , p3 , (6.34)
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and 8 supercharges. The metric is given by

ds2 = z−6

(
1−

4η2ξ−
z4

)−1[
z4dx3

2−η2(dx+)2−
1

4
dξ−

(
η2ξ2−dξ−+2dx+

(
z4−2η2ξ−

))]

+
dx2

2 + dz2

z2
+ ds2s , (6.35)

where we preferred to redefine ξ− = 2x− − 1. The dilaton and the B-field depend on ξ−
and z

eφ =

(
1−

4η2ξ−
z4

)−1/2

, B =
η(ξ−dξ− + 2dx+) ∧ dx3

2 (z4 − 4η2ξ−)
. (6.36)

The RR-fluxes are

F (5) = (1+∗)
dξ− ∧ dx+ ∧ dx2 ∧ dx3 ∧ dz

z(z4 − 4η2ξ−)
, F (3) =

2η

z5
(
ξ−dξ− − 2dx+

)
∧dx2∧dz. (6.37)

We have checked that this background is self-dual (after field redefinitions) under a TsT-

transformation involving p0 + p1 and p3. If we view it as a deformation of AdS4 there

are no other bosonic isometries at our disposal, so it appears that this background cannot

be generated by (bosonic) TsT-transformations. As remarked earlier, it would be very

interesting to understand if it can be generated by applying non-abelian T-duality.

7 Conclusions

We have derived the target space geometry of the η and λ-deformed type IIB supercoset

string sigma models. With this result we have checked that the λ-deformation leads to a

(type II*) supergravity background, while in general the η-deformation only to a “gener-

alized” one in the sense of [25, 30]. When this is the case, the sigma model is expected

to be scale invariant but not Weyl invariant, and therefore does not seem to define a con-

sistent string theory. We have identified the (necessary and sufficient) condition for the

η-model to have a standard supergravity background as target space. This is translated

into an algebraic condition on the R-matrix, which we refer to as the unimodularity condi-

tion. It imposes strong restrictions on non-abelian R-matrices, and in fact all non-abelian

R-matrices considered in previous works do not lead to supergravity solutions.

We have also analyzed the problem of finding all unimodularR-matrices which solve the

CYBE for the bosonic subalgebra so(2, 4)⊕ so(6) ⊂ psu(2, 2|4). The complete list of rank

four non-abelian R-matrices for so(2, 4) has been given and we have showed that the only

other non-abelian R-matrices in this case have rank six. We have argued that most of these

examples should correspond to a sequence of non-commuting TsT-transformations and have

verified this explicitly in some cases. It should be possible to understand these deformations

in terms of twisted boundary conditions for the string just as in the standard TsT case [44].

There are many similarities between the backgrounds we construct and that of Hashimoto-

Itzhaki/Maldacena-Russo [67, 68] and the dual field theories are expected to be certain

non-commutative deformations of N = 4 super Yang-Mills, see [69] and in particular [70].

Many interesting open questions remain. It would be important to find all possible

unimodular R-matrices of psu(2, 2|4) to have a complete list of Yang-Baxter deformations
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of AdS5 × S5 with a string theory interpretation. A question is whether any of them are

of the Jordanian type. It is particularly interesting to investigate whether it is possible to

have unimodular R-matrices that solve the MCYBE rather than the CYBE, to solve one of

the puzzles of [22]. One could also try to give an interpretation to backgrounds generated

by non-unimodular R-matrices; in many cases one can associate to them a formally T-

dual model which does describe a string sigma model, so it is natural to wonder what

these backgrounds correspond to. See [41] for some investigations along these lines. It

would be also interesting to clarify if these deformed models have a connection to non-

abelian T-duality, in view of the similarities between our unimodularity condition and the

tracelessness condition of [63].

Our results are also useful to make further progress in the case of the λ-model. In

fact, we have written the NSNS and RR background fields in terms of the Lie algebra

operators which are used to define the deformation procedure, and after picking a certain

parameterisation for the group element this enables to obtain their explicit form. This

method is more efficient, albeit equivalent, to the ones used so far e.g. in [22, 26, 41]. One

could then check the proposal of [27] for the background of the λ-deformed AdS3×S
3×T 4

string, and finally derive the one for the AdS5 × S5 case. It would be interesting to

understand whether there is room to modify the definition of the λ-model, hence realising

other possible deformations of the string. In fact, in the current status the λ-model is

related through Poisson-Lie T-duality to the η-model based on the MCYBE, but there is

no known counterpart for deformations based on the CYBE.
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A Z4-graded superisometry algebras

In this appendix we review some facts about the relevant superalgebras and explain our

notation and conventions. In [4] it was shown that for all cases of interest here40 the

superisometry algebra — which admits a Z4-grading that extends the Z2-grading of the

bosonic subalgebra — can be written in the same form. The bosonic subalgebra is of the

standard symmetric space form

[Jab, Pc] = 2ηc[aPb] , [Pa, Pb] =
1

2
K̂ab

cdJcd ,

[Jab, Jcd] = ηacJbd − ηbcJad − ηadJbc + ηbdJac . (A.1)

Here a, b, c = 0, . . . , 9 and Jab generate Lorentz-transformations and rotations while Pa

generate translations. Note that since the space is typically a product of factors Jab is

40We restrict our attention to models with only RR flux since these have certain simplifying features like

Z4-symmetry.
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block-diagonal with components mixing different factors absent and this should be taken

into account in interpreting the last commutator above. In the case of RR backgrounds,

i.e. no NSNS three-form flux, the commutators involving the supercharges take the form

(here and in the rest of the paper we specialize to the type IIB case, but the type IIA case

works in the same way)

[Pa, Q
I
α̂] = −i(QJ K̂JIγa)α̂ , [Jab, Q

I
α̂] = −

1

2
(QIγab)α̂ , (I, J = 1, 2)

{Q1
α̂, Q

1
β̂
} = {Q2

α̂, Q
2
β̂
} = iγa

α̂β̂
Pa , {Q1

α̂, Q
2
β̂
} = (γaK̂12γb)α̂β̂ Jab . (A.2)

Here α̂ = 1, . . . , N where 2N is the number of supersymmetries preserved by the back-

ground. For AdS5 × S5 (psu(2, 2|4)) N = 16 and γa
α̂β̂

are the standard 16 × 16 symmet-

ric Weyl blocks or ‘chiral gamma-matrices’ (see for example the appendix of [36]). For

AdS3 × S3 × T 4 (psu(1, 1|2)2) N = 8 and for AdS2 × S2 × T 6 (psu(1, 1|2)) N = 4 and the

gamma-matrices γa
α̂β̂

involve an extra projector to make them 8× 8 and 4× 4 respectively.

The Z4 automorphism acts as

Jab → Jab , Pa → −Pa , Q1 → iQ1 , Q2 → −iQ2 . (A.3)

We introduce projectors that split the generators TA = {Pa, Jab, Q
I
α̂} according to their

Z4-grading as follows

P (0)(TA) = Jab , P (1)(TA) = Q1
α̂ , P (2)(TA) = Pa , P (3)(TA) = Q2

α̂ . (A.4)

Finally K̂AB appearing on the right-hand-side in (A.1) and (A.2) is the inverse of the Lie

algebra metric defined by the supertrace41

Str(TATB) = KAB , TA = {Pa, Jab, Q
I
α̂} , (A.5)

e.g.
1

2
K̂ab

efKef,cd = 2ηa[cηd]b . (A.6)

It can be expressed in terms of the geometry and fluxes of the corresponding symmetric

space supergravity background as

K̂ab = ηab , K̂ab
cd = −Rab

cd , K̂α̂Iβ̂J =
i

8
S α̂Iβ̂J , (A.7)

where Rab
cd and SIJ are the Riemann curvature and RR field strength bispinor respec-

tively.42 Let us also note the relation

K̂ab
cd(K12γcd)α̂β̂ = 8(γ[aK̂

12γb])α̂β̂ . (A.8)

41Note that our definition of K differs by a factor of i compared to the definition used in [4].
42The curvature of AdS is Rab

cd = 2δc[aδ
d
b] while that of the sphere is Rab

cd = −2δc[aδ
d
b] in our conventions.

The RR flux takes the form

AdSn × S
n × T

10−2n : Sα̂Iβ̂J = −4i(σ2)IJ (Pγ
01234)α̂β̂

,

where the projector P, with QI = QIP, is given by 1 for n = 5, 1
2
(1+γ6789) for n = 3 and 1

2
(1+γ6789) 1

2
(1+

γ4568) for n = 2.
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Finally for operators acting on the Lie algebra (i.e. endomorphisms) M : g → g we

define its components in the following way

M(TC) = TDM
D
C . (A.9)

The transpose operator is defined with respect to the supertrace by

Str(TAM(TB)) = Str(MT (TA)TB) , (A.10)

or

MAB = (−1)AB(MT )BA MAB = KACM
C
B (A.11)

e.g.

(MT )aβ̂1 = Kβ̂1γ̂2M
γ̂2

a , (MT )a,bc =
1

2
Kbc,deM

de
a . (A.12)

The supertrace of the Lie algebra operator M is given by

Str(M) = (−1)AMA
A = K̂ABStr(TAMTB) . (A.13)

When we need to raise indices with K̂AB we use the convention

MA = MBK̂
BA . (A.14)

To conclude, when writing generic commutation relations we write

[TA, TB] = fCABTC . (A.15)

B Useful results for the deformed models

In this appendix we collect some useful identities and expressions to obtain the results

presented in the main text. In the two deformed models, we can relate OT
± and O± by

λ−model : OT
− = Ad−1

g O+, η −model : OT
−d̂

T = d̂TO+ . (B.1)

Using the definitions of O±, we can express M defined in (2.10) in terms of O± and

projectors only

λ−model : M = −ΩT + (OT
+)

−1(1− ΩΩT ) = −ΩT + (1− λ−4)(OT
+)

−1P (2) ,

η −model : M = O−1
− (O− + 2ηRgd̂P

(2)) = 1− 2P (2) + 2O−1
− P (2) ,

(B.2)

which is useful to prove

λ−model : Ad−1
h P (2) = O+(1 + Ω(OT

+)
−1)P (2) = P (2)(1 + (OT

+)
−1Ω)O+ ,

η −model : Ad−1
h P (2) = O+(2P

(2) − 1)O−1
− P (2) .

(B.3)

Note that using the expression for M we can express A− in terms of A+ as

A− =MA+ =

{
A+ + (M − 1)A

(2)
+

−ΩTA+ + (M + λ−2)A
(2)
+

. (B.4)

The rest of this appendix is devoted to the two deformed models separately.
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B.1 λ-model

The expressions for dA± in (3.1), (3.2) can be rewritten as

dA+ =−
1

2
{A+, A+}−

1

2
(1−λ−4)O−1

+ ({A
(2)
+ , A

(2)
+ }−λ2{A

(1)
+ , A

(1)
+ }+2λ{A

(2)
+ , A

(3)
+ }) , (B.5)

dA− =
1

2
{A−, A−}+

1

2
(1−λ−4)(OT

+)
−1({A

(2)
− , A

(2)
− }−λ2{A

(3)
− , A

(3)
− }+2λ{A

(2)
− , A

(1)
− }) , (B.6)

if we use

ΩT {X,X} − {ΩTX,ΩTX} = (1− λ−4)({X(2), X(2)} − λ2{X(1), X(1)}+ 2λ{X(2), X(3)}),

(B.7)

for X ∈ g, and the same for Ω but with X(1) and X(3) interchanged.

To calculate the component T α̂1 of the torsion, we first need to compute the Lorentz-

transformed spin-connection AdhA
(0)
+ +dhh−1. We do this by taking the exterior derivative

of both sides of the relation E(2) = AdhA
(2)
− , from which we find the equation

0 = {AdhA
(0)
+ + dhh−1 −A

(0)
+ , E(2)}+ λ(1− λ−4)P (2)Adh(O

T
+)

−1Ad−1
h {E(2), E(1)}

+ {E(1),AdhP
(1)ME(2)} − iλ{E(3), P (3)ME(2)} − iλP (2)MT {E(2), E(3)}

−{AdhP
(0)ME(2), E(2)}−

1

2
Adh{P

(1)ME(2), P (1)ME(2)}−
1

2
λ2{P (3)ME(2), P (3)ME(2)}

−
1

2
(1− λ−4)P (2)Adh(O

T
+)

−1Ad−1
h ({E(2), E(2)}+ 2λ{E(2),AdhP

(1)ME(2)})

−
1

2
P (2)MT {E(2), E(2)} − λ2P (2)MT {E(2), P (3)ME(2)} , (B.8)

where we used (3.3) and (B.6). This equation determines AdhA
(0)
+ + dhh−1 completely:

this is obvious for the terms involving fermionic vielbeins, while for the terms involving Ea

it follows from symmetry in the same way that the condition Tab
c = 0 determines the spin

connection Ωab
c. Using the algebra (A.1), (A.2) as well as (B.3) the result is

[dhh−1 +AdhA+]ab = −Ωab +
1

2
EcHabc + 2i(E1γ[a)α̂(AdhM)α̂1b] . (B.9)

Here we have used the fact, which will be proven below, that the expression that we find

Habc = 3[AdhM ][ab,c] + 3iM α̂1
[a[Adh]b|d|γ

d
α̂β̂
M β̂1

c] , (B.10)

is equivalent to the one in (3.8). In fact, if we calculate H = dB using the first definition
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for B in (3.15) we find

H = dB =
1

3
(1− λ−4)−1

(
Str(ΩA− ∧ ΩA− ∧ ΩA−)− Str(A− ∧A− ∧A−)

)

−
1

2
(1− λ−4)−1Str(A+ ∧ (Ω{A−, A−} − {ΩA−,ΩA−}))

= −Str((A
(0)
+ +A

(0)
− ) ∧A

(2)
− ∧A

(2)
− ) + λ2Str(A

(2)
+ ∧A

(3)
− ∧A

(3)
− )

−
1

2
Str(A

(2)
− ∧ {A

(1)
− , A

(1)
− + 2λA

(1)
+ })

= Str(E(2) ∧ E(1) ∧ E(1))−Str(E(2) ∧ E(3) ∧ E(3))−Str(P (0)AdhME(2) ∧ E(2) ∧ E(2))

− Str(E(2) ∧ P (1)AdhME(2) ∧ P (1)AdhME(2))

= −
i

2
EaE1γaE

1 +
i

2
EaE2γaE

2 +
1

3!
EcEbEaHabc , (B.11)

with Habc given by (B.10). On the other hand, if we start from B given in the second

line of (3.15), we find a result which is mapped to the previous one by the replacements

A− ↔ A+, Ω ↔ ΩT and A(3) ↔ A(1). This leads to the same form of H except now

with Habc given by (3.8), which proves the equivalence of the two expressions. Let us also

remark that this computation shows that the NSNS three-form superfield H = dB satisfies

the correct superspace constraints.

In order to check that the dilatinos in (3.10), (3.14) are in fact the spinor derivatives

of the dilaton φ, we start from (3.16) and compute

dφ = −
1

2
STr(O−1

− Ad−1
g dAdg) = −

1

2
K̂ABSTr(TAO

−1
− [g−1dg, TB])

= −
1

2
K̂ABSTr(TAO

−1
− [O−A−, TB])

= −
1

2
K̂ABSTr(TAO

−1
− [A−, TB]) +

1

2
K̂ABSTr(TAO

−1
− Ad−1

g [ΩA−,AdgTB])

= −
1

2
K̂ABSTr(TAO

−1
− [A−, TB]) +

1

2
K̂ABSTr(TAAdgO

−1
− Ad−1

g [ΩA−, TB])

= −
1

2
K̂ABSTr(TAO

−1
− [A−, TB]) +

1

2
K̂ABSTr(TAAdg(O

T
+)

−1[ΩA−, TB])

= −
1

2
K̂ABSTr(TAO

−1
− [A−, TB]) +

1

2
K̂ABSTr(TAΩO

−1
− Ad−1

g [ΩA−, TB])

= −
1

2
K̂ABSTr(TAO

−1
− [A−, TB]) +

1

2
K̂ABSTr(TAΩO

−1
− ΩT [ΩA−, TB])

+
1

2
(1− λ−4)λ2K̂ABSTr(TAΩO

−1
− P (2)[ΩA−, TB]) , (B.12)

where we used (A.13) and in the last step we inserted 1 = 1 − ΩΩT + ΩΩT =

(1− λ−4)P (2) +ΩΩT . It is easy to see that the A
(0)
− -terms cancel, as they must since they

transform as a connection.
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B.2 η-model

The expressions for dA± in (4.1), (4.3) can be rewritten as

dA+ =
1

2
{A+, A+} −

1

2
cη2{d̂TA+, d̂

TA+}+ (O−1
+ − 1)

(
4{A

(2)
+ , A

(3)
+ }+ η̂2{A

(1)
+ , A

(1)
+ }
)

+ ηO−1
+ Rg{A

(2)
+ , d̂TA

(2)
+ } , (B.13)

dA− =
1

2
{A−, A−} −

1

2
cη2{d̂A−, d̂A−}+ (O−1

− − 1)
(
4{A

(2)
− , A

(1)
− }+ η̂2{A

(3)
− , A

(3)
− }
)

− ηO−1
− Rg{A

(2)
− , d̂A

(2)
− } , (B.14)

where we have rewritten e.g. the last term in the expression for dA+ as

ηO−1
+ Rg{A

(2)
+ , d̂TA

(2)
+ }

+ (1−O−1
+ )

(
1

2
{A+, A+}−

1

2
cη2{d̂TA+, d̂

TA+}−4{A
(2)
+ , A

(3)
+ }−η̂2{A

(1)
+ , A

(1)
+ }

)
.
(B.15)

As in the case of the λ-model, to calculate the component T α̂1 of the torsion we must

first find the Lorentz-transformed spin connection AdhA
(0)
+ − dhh−1 (note the difference

in sign between the two models). We use the same method explained in the previous

subsection and we find

[AdhA
(0)
+ − dhh−1]ab = Ωab −

1

2
EcHabc + 2iη̂(γ[aE

1)α̂[AdhM ]α̂1b] , (B.16)

where we write the components of Habc as

Habc = 3[AdhM ][ab,c] − 3iη̂2[Adh][a|d|M
α̂1

bγ
d
α̂β̂
M β̂1

c] . (B.17)

This expression is equivalent to the one in (4.7), which is easy to verify by a calculation

similar to the one performed for the λ-model: the B-field written as in the first way of (4.13)

leads to Habc of the form (4.7), while the second way leads to the form in (B.17). The

same calculation also shows that the remaining components of the superform H satisfy the

standard supergravity constraints.

If we take (4.14) as the definition of the dilaton in the case of the η-model we find

dφ = −
1

2
ηK̂ABSTr(TAd̂

TO−1
+ Rg[g

−1dg, TB]) +
1

2
ηK̂ABSTr(TARgd̂

TO−1
+ [g−1dg, TB])

= −
1

2
ηK̂ABSTr(TAd̂

TO−1
+ Rg[A+, TB])−

1

2
K̂ABSTr(TAO

−1
+ [A+, TB])

−
1

2
ηK̂ABSTr(TAO

−1
+ [Rgd̂

TA+, TB])−
1

2
η2K̂ABSTr(TAd̂

TO−1
+ Rg[Rgd̂

TA+, TB])

= −
1

2
K̂ABSTr(TAO

−1
+ [A+, TB]) +

1

2
cη2K̂ABSTr(TAd̂

TO−1
+ [d̂TA+, TB])

−
1

2
ηK̂ABSTr(TAd̂

TO−1
+ Rg[A+, TB])−

1

2
ηK̂ABSTr(TAO

−1
+ Rg[d̂

TA+, TB])

+
1

2
ηK̂ABSTr(TARg[d̂

TA+, TB]) , (B.18)
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where we used the (M)CYBE (1.7) in the last step. It is again easy to verify that the

A(0)-terms cancel, as they must.

Using (4.16) and (4.15) and (B.16), the explicit result for the vector Ka in (4.19) is

Ka =
i

32
η(γa)α̂β̂K̂ABSTr

×
(
[TA, RTB]Adg

(
[(1− ηRg)Ad

−1
h Q1

α̂,Ad
−1
h Q1

β̂
] + η̂−2[(1 + ηRg)Q

2
α̂, Q

2
β̂
]
))

+ fermions

= −
η

2
[η̂−2 +Adh]

a
bK̂

ABSTr([TA, RTB]gPbg
−1)

−
η2

32

(
η̂−2(γaγc)α̂β̂ [Rg]

β̂2
α̂2 − [Adh]

a
b(γ

bγc)α̂β̂[Rg]
β̂1

α̂1

)
K̂ABSTr([TA, RTB]gPcg

−1)

−
iη2

32

(
[Adh]

a
b(γ

bγcK12γd)α̂β̂[Rg]
β̂2

α̂1

− η̂−2(γaγcK21γd)α̂β̂ [Rg]
β̂1

α̂2

)
K̂ABSTr([TA, RTB]gJcdg

−1)

+ fermions . (B.19)
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