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Abstract. This thesis is a commented collection of the papers [35, 36, 49, 58, 60–63]
dealing with the same topic, namely, the constructive analysis of various boundary value
problems for systems of ordinary differential equations. The methods under considera-
tion are constructive in the sense that they allow both to obtain approximate solutions
and to use them in order to prove the solvability of the problem.

The approach is based on Lyapunov-Schmidt type reduction. Systems of ordinary
differential equations on compact intervals are considered.
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Preface.

The systematic investigation of differential and integral equations rewritten in the
form of an abstract equation

Lu = Nu (1)

with non-invertible linear L dates back to Lyapunov and Schmidt; detailed historical re-
marks and references can be found in the book [12]. The idea to convert (1), by using
suitable projectors, into a system of two equations one of which is easier to investigate
and the other is of lower dimension (usually finite), is referred to as the Lyapunov-
Schmidt method. The finite-dimensional part is then called the determining, or branch-
ing equation. The ways of diversification of the method reflect different approaches to
the construction of (1) and to obtaining the determining equations and their subsequent
study. For the periodic and more general boundary value problem for ordinary differen-
tial equations similar ideas, in different forms and under different assumptions, had led
to numerous results (see, e.g., the books [16, 27, 65, 72, 74] and references therein). A
common assumption of the majority of works is a certain smallness of the non-linearity,
which, in relevant cases, leads close to the averaging method [6].

An interesting method of this kind, which is applicable for a wide enough class of
equations with “large” non-linearities, is due to Cesari ([9]; see also [24, 67, 78]); his
approach uses approximations of the Galerkin type. The important feature there is the
rare ability to prove the existence of an exact solution based on the constructed approx-
imation. A close approach was suggested by Hale for the study of periodic solutions
[16]; both are sometimes referred to as the Cesari-Hale method (e.g., [26]). Different
techniques based on parametrisation, which also belong to this group and likewise al-
low to obtain solvability conditions, were developed in [55, 65, 72]; they originate from
Samoilenko’s works [69, 70]. These approaches arose in relation to the periodic prob-
lem and have a common feature in the idea of perturbing the equation appropriately in
order to eliminate secular terms. The topic of the present thesis belongs to this group of
methods.

The thesis is a commented collection of the papers [35, 36, 49, 58, 60–63] dealing
with the constructive investigation of boundary value problems for systems of ordinary
differential equations. The approach is constructive in the sense that it allows both to
explicitly obtain approximate solutions and to use the results of computation in the solv-
ability analysis. It is essentially different from the Cesari method and, in our opinion,
has certain advantages (in particular, a simpler idea is used to guarantee the conver-
gence for large non-linearities under rather mild assumptions). The existence theorems
involve conditions that use the properties of approximations and are verified directly.

Our aim here is the extension and development of the techniques from [55, 65] in
several directions. We suggest a new approach allowing one to treat boundary value
problems for systems with large non-linearities using a convergent iteration procedure
and thus overcome the commonly assumed smallness conditions. At the same time, ef-
fective conditions sufficient for the solvability can be formulated and approximations of
solutions obtained. The techniques are rather flexible and, as is shown, can be adopted
for application to a wide range of problems.
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We restrict ourselves to systems of ordinary differential equations on compact inter-
vals, the main assumption is that the non-linearity is Lipschitzian in a bounded domain.
The periodic, two-point and general non-local boundary conditions are considered.

A commented review of the papers is contained in Chapters I ([60, 61]), II ([58, 62,
63]), III ([36, 49]), IV ([35]). The numbering of sections, propositions and equations
is continuous; the notation is somewhat modified for better readability and does not
always coincide with that used in the papers. The references to the papers and their
short summary are given below, their offprints start at p. 40.

[60] A. Rontó, M. Rontó and N. Shchobak. ‘Constructive analysis of periodic solu-
tions with interval halving’. Bound. Value Probl. (2013). 2013:57, 1–34.

[61] A. Rontó, M. Rontó and N. Shchobak. ‘Notes on interval halving procedure
for periodic and two-point problems’. Bound. Value Probl. (2014). 2014:164, 1–20.

[63] A. Rontó, M. Rontó and J. Varha. ‘A new approach to non-local boundary
value problems for ordinary differential systems’. Appl. Math. Comput. 250 (2015),
689–700.

[58] A. Rontó, M. Rontó and J. Varha. ‘On non-linear boundary value problems
and parametrisation at multiple nodes’. Electron. J. Qual. Theory Differ. Equ. (2016).
Paper No. 80, 1–18.

[36] I. Rachůnková, L. Rachůnek, A. Rontó and M. Rontó. ‘A constructive ap-
proach to boundary value problems with state-dependent impulses’. Appl. Math. Com-
put. 274 (2016), 726–744.

[49] A. Rontó, I. Rachůnková, M. Rontó and L. Rachůnek. ‘Investigation of solu-
tions of state-dependent multi-impulsive boundary value problems’. Georgian Math. J.
24:2 (2017), 287–312.

[35] B. Půža, A. Rontó, M. Rontó and N. Shchobak. ‘On solutions of nonlinear
boundary-value problems the components of which vanish at certain points’. Ukrain.
Math. J. 70:1 (2018), 101–123.

[62] A. Rontó, M. Rontó and N. Shchobak. ‘Parametrisation for boundary value
problems with transcendental non-linearities using polynomial interpolation’. Electron.
J. Qual. Theory Differ. Equ. (2018). Paper No. 59, 1–22.

The works [60, 61] concern the development and extension of the method of periodic
successive approximations (see [55]). Systems of ordinary differential equations with
non-linearities satisfying the Lipschitz condition in a bounded domain are considered
under the periodic and other two-point boundary conditions. We suggest a construct-
ive approach to the study of such boundary value problems which is applicable without
restrictions on the magnitude of the Lipschitz constant (it may therefore be arbitrarily
large). Effective conditions guaranteeing the existence of a periodic solution are given
and a relation to theorems on topologic continuation is clarified.

In [58, 63] we show how the parametrisation techniques developed for two-point
problems can be used in the case of the problem with a general non-local boundary con-
dition (in particular, using multiple parametrisation nodes in a general position).

In [36], we develop parametrisation techniques for the investigation of solutions of
two-point boundary value problems for systems of ordinary differential equations with
state-dependent jumps. In such systems, not only the value of a jump but also the time
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instant when it should occur depends on the current value of the solution and is determ-
ined from whether the trajectory touches a certain surface. This is a relatively new and
little studied class of systems (see, e. g., [37]), for which there are almost no effective
methods for construction of solutions (§ 11). The character of the problem leads one to
the use of parametrisation techniques in a natural way and [36] shows that a method
suitable for this case can be suggested along the lines of [58, 61]. We study solutions
having only one jump in the given time interval; the boundary condition is linear two-
point. The work [49] is a continuation of [36] and deals with the case where a solution
may have multiple jumps in the given time interval; the boundary condition is non-linear
two-point. A scheme of analysis of such problems is formulated and examples of its
practical realisation are presented.

Principles used in [36, 49, 58, 61] can also be used for other problems, in particular,
for the problem on a solution of a non-linear ordinary differential equation vanishing at a
certain point the value of which is not known a priori. In [35], we study a system of non-
linear first order ordinary differential equations under two-point boundary conditions
and suggest a method for the analysis of solutions whose components vanish at certain
unknown points. We consider the case where every component of the solution vanishes
only once on the given interval.

In [62], we describe and justify a convenient version of the method from [63] where
the polynomial interpolation over Chebyshev nodes is used. This version is suitable
for systems satisfying additional regularity conditions in the time variable and has the
advantage of significanty easier construction of approximations in practice.
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Notation and symbols.

Let n ∈ N, G ⊂ R
n be a closed bounded set, and [a, b] be a bounded interval. The

following symbols are used in the sequel:

1. 1n is the unit matrix of dimension n.

2. r(K) is the maximal, in modulus, eigenvalue of a matrix K.

3. For any vector x = (xk)
n
k=1, we write |x| :=

∑n
k=1 |xk|ek, where ek, k = 1, 2, . . . ,n,

are the respective columns of 1n.

4. If {x, y} ⊂ R
n, we write x ≤ y (resp., x < y) if and only if xk ≤ yk (resp., xk < yk)

for all k = 1, 2, . . . ,n.

5. If h = (hi)
n
i=1 : Q → R

n is a continuous function, where Q ⊂ R
m is closed, m ≤ n,

we write

max
z∈Q

h(z) :=
n
∑

k=1

max
z∈Q

hk(z)ek, min
z∈Q

h(z) :=
n
∑

k=1

min
z∈Q

hk(z)ek. (2)

6. Given a closed interval J ⊆ [a, b], we put

δJ,G(f) := max
(t,z)∈J×G

f(t, z)− min
(t,z)∈J×G

f(t, z) (3)

in the sense of (2). When J = [a, b], we omit the interval and write

δG(f) := δ[a,b],G(f). (4)

7. For any z ∈ R
n and ϱ ∈ R

n
+, we write

Oϱ(z) := {ξ ∈ R
n : |z − ξ| ≤ ϱ} (5)

with the componentwise definition of |·| and ≤. For G ⊂ R
n, we put

Oϱ(G) :=
∪

ξ∈G

Oϱ(ξ). (6)

8. If D ⊂ R
n and ϱ ∈ R

n
+, we put

D(ϱ) := {z ∈ D : Oϱ(z) ⊂ D} , (7)

where Oϱ(z) is given by (5).

9. ∂G is the boundary of a set G.

10. C (G0,G1): see Definition II.1, p. 16.

11. ✄S: see Definition I.5, p. 9.
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12. If K is a square matrix of dimension n, LipK(G) stands for the set of functions
g : G → R

n satisfying the componentwise Lipschitz condition

|g(z1)− g(z2)| ≤ K|z1 − z2| (8)

for all z1 and z2 from G. We use the same notation f ∈ LipK(G) if f : [a, b]×G → R
n

and f(t, ·) ∈ LipK(G) for all or a. e. t ∈ [a, b].

13. If a ≤ t0 < t1 ≤ b, we put α0(t; t0, t1) := 1 and

αm(t; t0, t1) =
(

1− t − t0
t1 − t0

)∫ t

t0
αm−1(s; t0, t1)ds

+
t − t0
t1 − t0

∫ t1

t
αm−1(s; t0, t1)ds (9)

for all t ∈ [t0, t1] and m = 1, 2, . . . . If t0 = a and t1 = b, we omit the last two
arguments an write αm(·) instead of αm(·; a, b).

14. Hβ
k , where k ∈ R

n
+, ki ≥ 0, 0 < βi ≤ 1, i = 1, 2, . . . ,n, is the set of vector functions

y : [a, b] → R
n satisfying the Hölder conditions

|yi(t)− yi(s)| ≤ ki|t − s|βi (10)

for all {t, s} ⊂ [a, b], i = 1, 2, . . . ,n.
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I. Successive approximations for periodic problems.

The chapter is based on [60, 61].
In [60, 61], we develop a numerical-analytic approach to the analysis of periodic

solutions of systems of non-autonomous ordinary differential equations using an idea
from [54]. The method is numerical-analytic in the sense that its realisation consists
of two stages concerning, respectively, an explicit construction of certain equations and
their numerical analysis, and is close in the spirit to the Lyapunov–Schmidt reductions
[12] (however, neither small parameter nor implicit function argument is used).

We focus on numerical-analytic schemes based upon successive approximations. In
the context of the theory of non-linear oscillations, such types of methods were appar-
ently first developed in [8, 16, 69, 70] (we refer to [44, 46, 47, 51, 53–55, 65, 66, 72,
73] for the related bibliography), at first for the periodic problem

u′(t) = f(t,u(t)), t ∈ [0, p], (11)
u(0) = u(p). (12)

Compared with other methods, they are interesting, among the rest, by the ease of applic-
ation and the possibility to establish the solvability of the problem along with obtaining
its approximate solutions (see also §§ 5, 11).

The numerical-analytic approach replaces the boundary value problem by a family
of auxiliary problems containing certain free parameters (in particular, for (11), (12)
these are the Cauchy problems and the parameter has the meaning of the initial value of
the solution). The solution of the auxiliary problem is sought for in an analytic form by
successive approximations, whereas the numerical value of the parameter is determined
later from the so-called determining equations. In order to guarantee the convergence,
a kind of the Lipschitz condition is usually assumed [55, 65, 72, 73] and a smallness
restriction of the type

r(K) ≤ c
p

(13)

is imposed, where K is the Lipschitz matrix, p is the length of the interval, and c is a
constant. An improvement of condition (13) consists in maximising the value of c.

Conditions of form (13) are expectable in this context and cannot be dropped: if (13)
is violated, then the applicability of the method is not guaranteed. A natural question
arises how to make the method work in such cases. In [60], we suggest a constructive
approach to the investigation of the periodic problem (11), (12) using the interval halv-
ing technique which, with rather general assumptions, allows us to construct a similar
scheme convergent under the weaker condition

r(K) ≤ 2c
p
. (14)

The scheme of [60] can be used, in particular, in the cases where the conditions of the
works [55, 69–72] do not hold. The restriction imposed on the width of the domain is
likewise relaxed, which, together with (14), has its effect on the conditions sufficient for
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the solvability (§ 2). This leads one to a method which is applicable without smallness
conditions of type (13) (§ 4).

In its original form (see, e. g., [65]), the numerical-analytic approach to (11), (12)
suggests to look for periodic solutions of (11) among the limit functions of the n-parametric
family of function sequences given by the recurrence relation

um(t, ξ) := ξ +

∫ t

0
f(s,um−1(s, ξ))ds − t

p

∫ p

0
f(s,um−1(s, ξ))ds, t ∈ [0, p], (15)

where m ≥ 1, u0(t, ξ) := ξ, t ∈ [0, p], and ξ is a vector parameter. Under the Lipschitz
condition f ∈ LipK(D) on a suitable domain D, the existence of the limit u∞(·, ξ) :=
limm→∞ um(·, ξ) is established for all ξ from a certain D0 ⊂ D (provided that such a set
exists). Then the existence of a solution u(·) of the periodic problem (11), (12) with the
value at zero lying in D0 can be interpreted in terms of the solvability of the equation

∫ p

0
f(s,u∞(s, ξ))ds = 0

with respect to ξ. This leads one to a Lyuapunov–Schmidt type reduction of the periodic
problem, the applicability of which is guaranteed by the smallness assumptions (13) (see
[55, 60] for more details). The set D where f is Lipschitzian should also be sufficiently
wide so that the existence of a non-empty D0 is guaranteed,1 namely,

D
(p
4
δD(f)

)

6= ∅, (16)

where δD(f) := max
{

δ[0,p/2],D(f), δ[p/2,p],D(f)
}

with δ[0,p/2],D(f) and δ[p/2,p],D(f) defined as
indicated in notation 6, p. 1. The set in (16) is defined according to (7) (notation 8, p. 1).

In order to guarantee the convergence, conditions of type (13) (i. e., a certain small-
ness of the eigenvalues of the matrix pK) are assumed. It is proved in [65] that the
method using sequence (15) is applicable under the condition

r(K) <
1

γ0p
, (17)

where
γ0 :=

3

10
(18)

(references concerning different values of γ0 in (17) can be found in [55]). In the cases
where (17) does not hold the method, generally speaking, cannot be used.

In [60], we show that this limitation can be overcome by noticing that the quantity
which is assumed to be small enough is always proportional to the length of the interval.
A natural interval halving technique then allows one to produce a version of the scheme
where (17) is replaced by the condition

r(K) <
2

γ0p

and, thus, weakened by half. A similar improvement is also achieved in relation to con-
dition (16), which is replaced by the assumption that

D
(p
8
δD(f)

)

6= ∅. (19)

1In particular, such that diam D ≥
p
2
δD(f), with the componentwise definition of a vector-valued diameter

of a set.
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It is clear that the transition to (19) weakens (16) by half and, in principle, this con-
struction allows one to apply the modified method without imposing restrictions of type
(17) (at the expense of more computational work; see § 8).

In [61], we improve the scheme of [60] so that its substantiation is simplified and,
in particular, replace (16) by an assumption which is more transparent and, generally
speaking, less restrictive.2 The setting from [61] simplifies formulations and allows one
to drop certain technical details (in particular, there is no more need to verify unpleasant
conditions of type (16) and (19)3). This also makes it particularly easy to adopt the
approach to certain other problems (see also § 6).4

§ 1. Periodic successive approximations on half-intervals. Consider the periodic
boundary value problem (11), (12), where p ∈ (0,∞), f : [0, p] × R

n → R
n satisfies

the Carathéodory conditions, and a solution is an absolutely continuous vector function
satisfying (11) almost everywhere on [0, p].

Let us fix a closed bounded set G ⊂ R
n, where the initial values of solutions of

problem (11), (12) will be looked for. We choose G to be convex.
We suppose that the non-linearity f in (11) is Lipschitzian in G with respect to the

space variable: there exist a certain matrix K such that5

f ∈ LipK(G). (20)

Let ξ and η be arbitrary vectors from G. Let us put

x0(t, ξ, η) :=
(

1− 2t
p

)

ξ +
2t
p
η, t ∈ [0, p/2], (21)

y0(t, ξ, η) := 2

(

1− t
p

)

η +

(

2t
p

− 1

)

ξ, t ∈ [p/2, p], (22)

and define the recurrence sequences of functions xm : [0, p/2] × G2 → R
n and ym :

[p/2, p]× G2 → R
n, m = 0, 1, . . . , according to the formulae

xm(t, ξ, η) := x0(t, ξ, η) +
∫ t

0
f (s,xm−1 (s, ξ, η)) ds

− 2t
p

∫
p
2

0
f (s,xm−1 (s, ξ, η)) ds, t ∈ [0, p/2], (23)

ym(t, ξ, η) := y0(t, ξ, η) +
∫ t

p
2

f (s, ym−1 (s, ξ, η)) ds

−
(

2t
p

− 1

)∫ p

p
2

f (s, ym−1 (s, ξ, η)) ds, t ∈ [p/2, p], (24)

2In [60] and all the previous works, one fixes a set D where the non-linearity is known to be Lipschitizian
and then checks its subsets D(ϱ) of form (7) that can potentially contain initial values of periodic solutions.
This is somewhat unnatural because, in any case, it is the initial values that are of major interest, the
regularity assumptions for the equation being only technical conditions induced by the method of proof.
Instead, it is more logical to choose [61] a closed bounded set G ⊂ R

n, where one expects to find initial
values of the solution, and to assume that the non-linearity is Lipschitzian on a suitable G̃ ⊃ G, with G̃
only as large as the method requires. The argument of [60] then leads us to the choice G̃ = Gϱ, where
Gϱ := Oϱ(G) is the ϱ-neighbourhood of G with a suitable ϱ.

3The practical verification of (16), (19) is inconvenient, and in some cases it is not so easy to construct
a suitable D. In contrast to this, [61] no more contains assumptions of type (19), while conditions (35),
(36) given below are verified directly (and usually can be checked with the help of software; see, e. g., the
discussion in § 15 in the context of a problem on vanishing solutions).

4Besides its more natural character, the use of the pair of sets (Gϱ,G) is also advantageous in contrast
to (D,D(ϱ)) because, geometrically, D(ϱ) does not necessarily copy the shape of D (see pp. 77, 78).

5See notation 12, p. 2.
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where m ≥ 0. Equalities (21), (22) mean that we choose x0(·, ξ, η) and y0(·, ξ, η) as
linear functions on the appropriate intervals satisfying the equalities x0(0, ξ, η) = ξ,
x0(p/2, ξ, η) = η, y0(p/2, ξ, η) = η, y0(p, ξ, η) = ξ.6 The idea of the approach is based
on the following statement.

Proposition I.1. Let (ξ, η) ∈ G2 be fixed. If the limits x∞(·, ξ, η) and y∞(·, ξ, η) of
sequences (23) and (24), respectively, exist uniformly on [0, p/2] and [p/2, p], then:

1. The function x∞(·, ξ, η) has the property x(p/2)− x(0) = η − ξ and is the unique
solution of the problem

x′(t) = f(t,x(t)) +
2

p
Ξ(ξ, η), t ∈ [0, p/2], (25)

x(0) = ξ, (26)

where

Ξ(ξ, η) := η − ξ −
∫

p
2

0
f(τ,x∞(τ, ξ, η))dτ. (27)

2. The function y∞ (·, ξ, η) has the property y(p)− y(p/2) = ξ − η and is the unique
solution of the problem

y′(t) = f(t, y(t)) +
2

p
H(ξ, η), t ∈ [p/2, p], (28)

y
(p
2

)

= η, (29)

where
H(ξ, η) := ξ − η −

∫ p

p
2

f(τ, y∞(τ, ξ, η))dτ. (30)

In such cases, solutions of problem (11), (12) can be looked for in the form u∞(·, ξ, η),
where u∞(·, ξ, η) : [0, p] → R

n is defined by setting

u∞(t, ξ, η) :=

{

x∞(t, ξ, η) if t ∈ [0, p/2],
y∞(t, ξ, η) if t ∈ (p/2, p],

(31)

for all ξ and η from G. The next theorem gives conditions ensuring that x∞(·, ξ, η) and
y∞(·, ξ, η) are well defined for (ξ, η) ∈ G2 and formula (31) makes sense (in particular,
function (31) is continuous on [0, p] for any (ξ, η) ∈ G2).

The formulations of the theorems below require the knowledge of the Lipschitz con-
stant of f on a set somewhat wider than G. More precisely, we require that the Lipschitz
condition, which is known to hold on G, is also satisfied on its certain componentwise
neighbourhood Gϱ := Oϱ(G), and select K so that, instead of (20),

f ∈ LipK(Gϱ) (32)

with a certain ϱ the value of which depends on the amplitude of values of f.
Introduce the functions7

ᾱ1(t) :=
2

p
t(p − t), t ∈ [0, p/2], (33)

¯̄α1(t) :=
1

2p
(p − 2t)(2t − 3p), t ∈ [p/2, p]. (34)

6The construction can also be derived by a “gluing” argument for certain auxiliary problems [60].
7In fact, ᾱ1(t) = α1(t; 0, p/2) and ¯̄α1(t) = α1(t; p/2, p) for all t ∈ [0, p], where α1 is given by (9), p. 2.

6



Theorem I.2. If there exists a non-negative vector ϱ with the property

ϱ ≥ p
8
δGϱ

(f) (35)

such that (32) holds with a certain K and8

r(K) <
2

γ0p
, (36)

then, for all fixed (ξ, η) ∈ G2, the sequence {xm(·, ξ, η) : m ≥ 0} (resp., {ym(·, ξ, η) : m ≥
0}) converges to a limit function x∞(·, ξ, η) (resp., y∞(·, ξ, η)) uniformly in t ∈ [0, p/2]
(resp., t ∈ [p/2, p]), and the following estimates hold:

|xm(·, ξ, η)− x∞(t, ξ, η)| ≤ ᾱ1(t)
2m+1

(γ0pK)m
(

1n − 1

2
γ0pK

)−1

δ[0,p/2],Gϱ
(f) (37)

for all t ∈ [0, p/2] and

|ym(·, ξ, η)− y∞(t, ξ, η)| ≤
¯̄α1(t)
2m+1

(γ0pK)m
(

1n − 1

2
γ0pK

)−1

δ[p/2,p],Gϱ
(f) (38)

for all t ∈ [p/2, p] and m ≥ 3.

Assumption (36), which, by Theorem I.2, ensures the applicability of the iteration
scheme based on formulae (23), (24), is twice as weak as assumption (17) for the original
sequence (15). The same kind of imrovement is achieved concerning the condition on the
set where f is Lipschitzian: for the scheme without interval halving, one would require
that

∃ϱ : ϱ ≥ p
4
δGϱ

(f), (39)

which, compared to (35), is twice as strong. In contrast to the related assumptions from
[60] and the earlier works, condition (35) is easier to verify because in order to do so one
has only to find the value δGϱ

(f), which is computed directly according to formula (3). In
addition, it is usually possible to estimate this value by using the properties of particular
non-linear terms.

Theorem I.3. Assume that (32) holds, where ϱ is a vector with property (35) and
K satisfies condition (36). Then, for every solution u(·) of problem (11), (12) with the
property

{u(t) | t ∈ [0, p]} ⊂ Gϱ and
{

u(0),u(p/2)
}

⊂ G, (40)

there exists a pair (ξ0, η0) in G2 such that u(·) = u∞ (·, ξ0, η0). On the other hand, the
function u∞(·, ξ, η) is a solution of the periodic boundary value problem (11), (12) if
and only if the pair (ξ, η) satisfies the system of 2n equations9

Ξ(ξ, η) = 0, H(ξ, η) = 0. (41)

Theorem I.3 provides a formal reduction of the periodic problem (11), (12) to the
system of 2n numerical equations (41) in the sense that the initial data (u(0),u(p/2)) of
any solution of (11), (12) with properties (40) can be found from (41). Thus, under the
conditions assumed, the question on solutions of the periodic boundary value problem
(11), (12) can be replaced by that of the system of numerical equations (41).

8Condition (36) can be slightly improved by replacing γ0 by the constant γ∗ ≈ 0.2927 appearing in-
dependently in several works (see [55, p. 585] for references). The inconvenience this causes is that the
corresponding analogues of estimates (37), (38) are guaranteed for m sufficiently large only, which affects
the proof of Theorem I.6, while the effect of the refinement is insignificant (in fact, γ0 − γ∗ ≈ 0.0073).
Furthermore, the aim of the interval division here is to weaken assumption (17) to (36).

9In view of Theorem I.2, the functions Ξ : G2
→ R

n and H : G2
→ R

n are well defined by relations (27)
and (30).
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§ 2. Solvability analysis. The argument based on Theorems I.2 and I.3 implies a
scheme of investigation of the periodic problem (11), (12) which allows one both to con-
struct approximate solutions and to establish the solvability of the problem in a rigorous
way. This approach is realised using the approximate determining functions

Ξm(ξ, η) := η − ξ −
∫ p/2

0
f(τ,xm(τ, ξ, η))dτ, (42)

Hm(ξ, η) := ξ − η −
∫ p

p/2
f(τ, ym(τ, ξ, η))dτ (43)

considered for a fixed value of m and, thus, computable explicitly. Then, as in [60], the
function

um(t, ξ, η) :=

{

xm(t, ξ, η) if t ∈ [0, p/2],
ym(t, ξ, η) if t ∈ (p/2, p].

(44)

can be used to obtain the mth approximation to a solution of problem (11), (12) provided
that we are able to find certain roots (ξ, η) of the mth approximate determining equations

Ξm(ξ, η) =0, Hm(ξ, η) = 0. (45)

System (45) plays the role of an approximate version of (41) and, in contrast to (41),
all the terms involved in (45) can be computed in a finite number of steps.

Under suitable additional conditions, the existence of solutions of the periodic prob-
lem (11), (12) can be derived from the solvability of system (45). To proceed, choose a
closed region G in R

n and put

Φm(ξ, η) :=









η − ξ − 1

2

∫ p

0
f
(

p − τ

2
,xm

(p − τ

2
, ξ, η

)

)

dτ

ξ − η − 1

2

∫ p

0
f
(

p + τ

2
, ym

(p + τ

2
, ξ, η

)

)

dτ









(46)

and

Φ∞(ξ, η) :=









η − ξ − 1

2

∫ p

0
f
(

p − τ

2
,x∞

(p − τ

2
, ξ, η

)

)

dτ

ξ − η − 1

2

∫ p

0
f
(

p + τ

2
, y∞

(p + τ

2
, ξ, η

)

)

dτ









(47)

for any (ξ, η) ∈ G2.

Theorem I.4 ([61]). Let (32) hold, where ϱ is a certain vector with property (35)
and K satisfies condition (36). Moreover, assume that Φm does not vanish on ∂G2 and
satisfies the condition10

deg (Φm,G) 6= 0 (48)

for a certain fixed m ≥ 0 and there exists a continuous mapping Q : [0, 1] × G2 → R
2n

which does not vanish on (0, 1)× ∂G2 and is such that

Q(0, ·) = Φm, Q(1, ·) = Φ∞.

Then there exists a pair (ξ∗, η∗) ∈ G2 such that the function u := u∞(·, ξ∗, η∗) is a
solution of the periodic boundary value problem (11), (12) possessing properties (40).

10The vector field Φm is finite-dimensional and the degree involved in (48) is the Brouwer degree [12],
deg (Φm,G) = degB (Φm,G, 0).
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Let the binary relation ✄S be defined for any S ⊂ R
r, r ≥ 1, as follows.11

Definition I.5 ([55]). Functions g = (gi)
l
i=1 : Rr → R

l and h = (hi)
l
i=1 : Rr → R

l,
l ≥ 1, are said to satisfy the relation g ✄S h if and only if there exists a function ν : S →
{1, 2, . . . , l} such that gν(z)(z) > hν(z)(z) at every point z ∈ S.

Theorem I.6 ([61]). Let f ∈ LipK(Gϱ), where ϱ satisfies inequality (35) and K has
property (36). Let, moreover,

|Φm| ✄∂G
5p
18

(

Mmδ[0,p/2],G(f)
Mmδ[p/2,p],G(f)

)

(49)

for a certain fixed m ≥ 2, where

Mm :=
(γ0p

2

)m+1
Km+1

(

1n − 1

2
γ0pK

)−1

. (50)

Then there exists a pair (ξ∗, η∗) ∈ G2 such that u := u∞(·, ξ∗, η∗) is a solution of prob-
lem (11), (12) possessing properties (40).

Note that conditions of Corollary I.6 are assumed for a fixed m, and all the values
depending on it are evaluated in finitely many steps. When the order of iteration is
growing, it is clear from (36) and (50) that

lim
m→∞

Mm = 0

and, hence, the right-hand side of inequality (49) vanishes when m grows to +∞. On
the other hand, it is easy to see that, under the conditions assumed, the mapping Φm
(uniformly on compact sets) converges to Φ as m tends to +∞. We thus arrive at the
interesting observation that assumption (49) of Theorem I.6, which is the main condition
ensuring the non-degeneracy of the homotopy, has the form of the strict inequality

|Φm| ✄∂G wm, (51)

where |Φm| tends to |Φ| while the term wm becomes arbitrarily small as m grows to
+∞. In this way, with the growth of the number of iteration, m, the corresponding
condition (49) gradually becomes less and less restrictive (which, of course, does not
imply its eventual fulfilment: if the problem under consideration is not solvable, then the
condition will never be satisfied).

Under conditions of Theorems I.4 and I.6, the system of 2n numerical equations (45)
has at least one solution (ξ[m], η[m]) in G2, the periodic problem (11), (12) has a solution
u, and the function12

Um(t) := um(t, ξ[m], η[m]), t ∈ [0, p], (52)

defined according to (44) can be regarded as an approximation (mth approximation) of
u. This is justified, in particular, by the estimates

|xm(·, ξ[m], η[m])− Um(t)| ≤
ᾱ1(t)
2m+1

(γ0pK)m
(

1n − 1

2
γ0pK

)−1

δ[0,p/2],Gϱ
(f)

11The binary relation ✄S introduced by Definition I.5 is a kind of strict inequality for vector functions
and its properties are similar to those of the usual strict inequality sign. For example, f ≥ g and g ✄S h
imply that f ✄S h for any non-epmpty S.

12The meaning of the variables whose values appearing in (52) are determined from equations (45) is
quite clear: ξ[m] is an approximation of the initial value of the p-periodic solution u at 0 and η[m] is that of
u(p/2).
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for all t ∈ [0, p/2] and

|ym(·, ξ[m], η[m])− Um(t)| ≤
¯̄α1(t)
2m+1

(γ0pK)m
(

1n − 1

2
γ0pK

)−1

δ[p/2,p],Gϱ
(f)

for t ∈ [p/2, p] and m ≥ 3. Further inequalities can be obtained by estimating the
mapping (ξ, η) 7→ um(t, ξ, η) for t ∈ [0, p] fixed.

In this way, an approximate solution is obtained, in a sense, automatically once the
solvability of the problem has been proved. On the other hand, the proof of solvability
itself uses properties of finitely many iterations, i. e., the results of computation turn out
to be helpful for obtaining a qualitative result. The analysis of problem (11), (12) along
these lines is constructive, the assumptions are verified directly.

When computing higher iterations in order to obtain approximate solutions, it is
helpful to apply suitable simplified versions of the algorithm which are better adopted
for use with suitable software (see § 3).

Theorem I.7. For m = 1, the assertion of Theorem I.6 holds with (50) replaced by
the condition

|Φ1| ✄∂G
p3

144

(

K2
(

1n − 1
2γ0pK

)−1
δ[0,p/2],G(f)

K2
(

1n − 1
2γ0pK

)−1
δ[p/2,p],G(f)

)

. (53)

Meaningful results are also obtained in the case of zeroth approximation, i. e., when
no iterations are carried out at all. Note that the zeroth approximation itself is rather
rough: the periodic solution is approximated by a piecewise linear function (see Figure 3,
p. 67, and Figure 6, p. 88); its construction is very easy. The analysis of the zeroth
approximation is, however, rather useful since it gives us certain preliminary information
on the solution. In particular, this helps us to choose the domains in a more optimal way
(not too large) and, thus, avoid unnecessary computations on sets where we do not expect
to find solutions. This is noticeable, in particular, when computing the values δ[0,p/2],G(f)
and δ[p/2,p],G(f) according to formula (3).

With the given function f involved in equation (11), we asociate the function f# :
G2 → R

2n by putting

f#(ξ, η) :=











η − ξ − 1

2

∫ p

0
f
(

p − τ

2
,
τ

p
ξ +

(

1− τ

p

)

η

)

dτ

ξ − η − 1

2

∫ p

0
f
(

p + τ

2
,
τ

p
ξ +

(

1− τ

p

)

η

)

dτ











(54)

for any (ξ, η) ∈ G2.

Theorem I.8. Assume that there is a certain vector ϱ with property (40) and f ∈
LipK(Gϱ) with K satisfying inequality (36). Let, furthermore,

deg (f#,G) 6= 0 (55)

and

|f#| ✄∂G
5p2

108

(

K
(

1n − 1
2γ0pK

)−1
δ[0,p/2],G(f)

K
(

1n − 1
2γ0pK

)−1
δ[p/2,p],G(f)

)

. (56)

Then the p-periodic problem (11), (12) has at least one solution u(·) which possesses
properties (40).
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The function f# involved in Theorem I.8 can be regarded as an analogue of the aver-
aged map

f̄(ξ) :=
∫ p

0
f(s, ξ)ds (57)

for ξ ∈ G, which corresponds to the scheme without interval halving:

Corollary I.9. Let f ∈ LipK(Gϱ) with ϱ satisfying (39) and K such that (17) holds.
If

deg (̄f,G) 6= 0 (58)

and

|̄f| ✄∂G
5p2

27
K (1n − γ0pK)−1 δGϱ

(f), (59)

then the p-periodic problem (11), (12) has a solution u(·) with properties (40).

We see that conditions (40), (36) of Theorem I.8 are twice as weak as the corres-
ponding conditions (39), (17) of Corollary I.9. One may also note the values of constants
on the right-hand side of (56) and (59) (see (51)).

Assumption (58) with f̄ given by (57) arises frequently in topological continuation
theorems where the homotopy to the averaged equation is considered (see, e. g., [27]).
Arguing in this manner, we can obtain, in particular, the assertion of the well-known
Mawhin’s theorem [27] for the Lipschitzian case considered here. In this context, The-
orem I.8 can be regarded as its “halved” analogue where the system of equations

f#(ξ, η) = 0 (60)

determines the initial data of the zeroth approximation. We see that the interval division,
as a result of which the p-periodic solution is constructed by gluing together two curves,
leads one to the presence of two independent variables, ξ and η, due to which system
(60), in contrast to the case without interval division,

∫ p

0
f(t, ξ)dt = 0, (61)

contains n extra equations. Equation (60) can be regarded as a kind of analogue of (61),
which is an equation arising in a natural way in asymptotic methods [6].

§ 3. Approximation scheme in practice. A practical analysis of the periodic problem
(11), (12) starts directly with the computation of iterations. This is preferable because,
before verifying the conditions, it is useful to get, by carrying out numerical experiments,
a preliminary guess of the initial values. Numerical tests also help one to choose the
domain in a reasonable way and avoid checking the conditions in regions where roots
are unlikely to be found.

We construct the approximate determining equations (45), solve them numerically
in an appropriate region, substitute the corresponding roots into the formula for um, and
form functions (52) which are, in a sense, candidates for approximations of a solution.
Having constructed functions (52) for several values of m, we check their behaviour
heuristically and if it shows enough signs of convergence, we stop the computation and
verify the assumptions of the existence theorem. In the case of success, we conclude that
the existence of a solution is guaranteed in the region we work with, and either we are
satisfied with the achieved accuracy of the approximation (in this case, the scheme stops
and the function Um given by (52) for the last computed value of m is considered as its
outcome) or we carry out one more step to improve it and perform a similar check again.
This leads one to the algorithm given in § 4.
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It is interesting to observe that, once the existence of a solution is known from The-
orem I.4 at the mth step of iteration, we immediately obtain an approximation to it in
form (52). The scheme thus allows us to both study the solvability of the periodic prob-
lem and construct approximations to its solution. On the other hand, the solvability
analysis based on Theorem I.4 uses the results of computation: conditions involve the
expressions obtained from the iteration formulae (23), (24) and the domain, in which the
conditions are verified, is selected after numerical solution of one or several determining
systems.

It should be noted that the ability to derive the fact of solvability of the original
problem from the corresponding properties of approximate problems is rather uncommon
(see [55] for some details). For the numerical methods, the generic situation is, in fact,
quite the reverse, when some or another technique is applied to solve a problem which
is a priori assumed to be solvable.

The most difficult part of the scheme consists in the analytic construction of func-
tions (42), (43) with m so large as is sufficient to establish the solvability of the peri-
odic problem using Theorem I.4 and achieve the required precision of approximation.
Its practical implementation, for which symbolic computation systems such as MAPLE
and MATHEMATICA are of much help, can be considerably facilitated by combining the
analytic computation with a suitable kind of approximation. The use of the polynomial
[59, 62] or trigonometric [73] interpolation is very convenient for this purpose (see also
§ 10). Another useful modification is the “reuse” of computed values when passing to
the next step of iteration [49].

§ 4. Repeated interval halving. An algorithm. The interval halving procedure can
be repeated, in which case the conditions are weakened by half at each step.

A scheme with multiple interval halvings is constructed similarly to § 1. The interval
halvings cause the growth of the dimension of the determining system, which contains
2kn equations at the kth interval division. One can regard this as a certain price to be
paid for being able to convert a possibly divergent scheme into a convergent one. For a
discussion of two other approaches to this issue, see § 5.

For the scheme with multiple interval halvings, the initial approximation depends on
more parameters, but its construction is also very easy: the graph of u0(·, ξ) is a broken
line joining the corresponding nodes.13 Once u0(·, ξ) is constructed, the formulas for the
subsequent approximations are derived automatically by rescaling the projection map to
the corresponding subintervals.

Repeated interval halvings allow one to suggest the following algorithm [60, 61] of
investigation of the periodic problem (11), (12).

Algorithm I.10. 1. Fix a certain k0 and consider the scheme with k0 interval di-
visions. Fix an m0 and construct um(·, ξ) for m = 0, 1, . . .m0.

2. Solve the mth approximate determining equations for ξ, find a root ξ[m], and put

Um(t) := um(t, ξ[m]), t ∈ [0, p], m = 0, 1, . . .m0. (62)

In case the equation has multiple roots, the related analysis is repeated for each of
them (one can study multiple solutions of the original problem in this way).14

3. Check the behaviour of the functions U0, U1, . . . , Um0 constructed according to
(62) (the heuristic step). If there are noticeable signs of convergence, choose a

13See Figure 6, p. 88.
14We assume that the roots are isolated.
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suitable15 G containing the graph of Um0 , find a ϱ from the condition

ϱ ≥ p
2k0+2

δGϱ
(f), (63)

compute the Lipschitz matrix K for f in Gϱ, and verify the convergence condition

r(K) <
2k0

γ0p
. (64)

If not successful with either (63) or (64), increase k0 appropriately and try again.
If (63) and (64) are both satisfied, proceed to step 4.

4. Verify conditions of the existence theorem for G and m0. If not satisfied, or if the
accuracy of Um0 is insufficient, pass to m = m0 + 1 and study Um0+1. Otherwise
the algorithm stops, and the outcome is:

(a) There is a solution u of (11), (12), and u ≈ Um0 ;

(b) ∃(ξ∗, η∗) ∈ G2: u(·) = u∞(·, ξ∗, η∗);
(c) The space localisation of the graph of u is described by properties (40).

Note the role of interval divisions in the algorithm: for K not satisfying the smallness
condition (17) and k0 = 0 (i. e., when um is constructed according to (15) without any
interval divisions), the algorithm would stop at step 3. However, it is obvious that (63)16

holds if k0 is chosen to be large enough.
Moreover, the sequence of numbers

ϱ(k) := inf
{

ϱ : ϱ ≥ p
2k+2

δGϱ
(f)
}

, k = 1, 2, . . . , (65)

is obviously monotone decreasing to 0, and therefore {Gϱ(k) : k ≥ 1} is a decreasing
sequence of sets tending to the original G as k grows. The Lipschitz condition (32) with
ϱ chosen from sequence (65) thus approaches the original assumption (20). Clearly,
(64) is always satisfied for suitable k0.

In other words, if we put ϱ = ϱ(k0) with k0 large enough, it follows that the method
under consideration is theoretically applicable however large the eigenvalues of K may
be.

§ 5. Remarks. The proposed technique has features which can be regarded as cer-
tain advantages over other approaches. For example, when applying it, one experiences
no difficulties with the selection of the starting approximation (in contrast, e. g., to mono-
tone iterative methods); there is no need to re-calculate considerable amounts of data
when passing to the next step of approximation (unlike projection methods); the global
Lipschitz condition and the existence, uniqueness and extendability of solutions of the
Cauchy problems are not assumed (unlike IVP, or shooting methods).

The form of the smallness conditions assumed for the non-linearity implies that the
scheme is appropriate, in particular, for the study of high-frequency oscillations. This
corresponds to problems on small time intervals, in which case no divisions are needed.

15Before coming to this point, it is advisable to start by checking the zeroth approximation, i.e., consider
the related formulas with m = 0. At this point, no iteration is carried out at all, and all the expressions are
computed explicitly. The zeroth approximation is easy to construct and it provides us with a preliminary
information on a possible choice of the domain G. This observation is applicable to all the versions of the
approach corresponding to different situations.

16More precisely, the condition on the existence of a non-negative vector ϱ such that (63) holds.
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By carrying out some amount of computation analytically, one partly avoids accumu-
lation of rounding errors that would typically arise when operating with very small or
large numbers. From this point of view, the interval divisions may additionally serve the
purpose of reducing computational errors (in particular, in the cases where the solution
depends sensitively on the initial values; see also the discussion in [75], § 7.3.4).

In the scheme with multiple interval divisions (§§ 4, 9), the determining equations
involve variables representing the values of the solution at multiple points; the approach
can be therefore regarded as an efficient alternative to multiple shooting [1, 30, 75]
which may be well applicable also in the cases where the shooting methods cannot be
used. The last may happen either due to the complicated character of the system (mul-
tiple shooting does not work, e. g., for systems with jumps at unknown times, [3, p. 3]),
the type of boundary conditions17 or the failure to satisfy the necessary assumptions
(usually one assumes a sufficient smoothness of the non-linearity to guarantee the ap-
plicability of Newton type methods, which are commonly used to solve the resulting
equations for the initial values; see, e. g., [75, p. 516] and [76, p. 375]).18 Further-
more, in order to apply shooting methods, it is necessary to ensure that the initial value
problem for the given differential equation has always a unique solution which is extend-
able to the entire time interval under consideration. The smoothness of the non-linearity
alone, as is well-known, is insufficient for this: e. g., for the equation u′ = 1

2u3 the
solution of the initial value problem u(0) = c has the form

u(t) =
c√

1− c2t

and is undefined for t ≥ 1/c2. The construction we develop here assumes only the
Lipschitz condition on a bounded set and uses auxiliary initial value problems for which
the unique solvability and extendability of the solution are guaranteed.

It should be noted in general that, when applying numerical methods, the existence
of a solution is assumed a priori. In contrast to this, our approach allows one also to
prove the solvability of the problem in a rigorous way. This kind of statements is rather
rare in the context of approximate solution of boundary value problems.

Modified versions of periodic successive approximations method convergent for ar-
bitrarily large Lipschitz constants are given in [25] and [55], § 5.5. The idea there
is to use other projection operators onto the space of periodic functions; in particular,
constant functions do not belong to their kernels, in contrast to that used in (15) (due to
the last property, one cannot obtain in this way the corollaries on the periods of periodic
solutions of autonomous systems established in [43, 45, 48]). In [25], the Lipschitz
condition for the non-linearity is assumed globally (i. e., for G = R

n); this assumption is
rather restrictive.

The Cesari method ([8, 9]; see also [67]) likewise provides one a way to reduce the
periodic problem (11), (12) to a finite-dimensional system of equations. This method is
based, in the notation of [24], on the use of the operator

Hm := Λ− PmΛ

in a suitable space of p-periodic functions, where Λ is given by (73) with a = 0, b = p,
m is fixed, and Pm computes the mth partial sum of the Fourier series of the correspond-
ing function. The number of resulting determining equations depends on the Lipschitz

17Shooting schemes mostly deal with two-point boundary conditions; see, e.g., [3, 5, 11, 15, 17, 22, 42,
75]. Additional assumptions are often required; e.g., in [17] the boundary condition Au(a) + Bu(b) = c
can be treated on the assumption that rank A + rank B = n.

18Note that, in our approach, the numerical solution of approximate determining equations is considered
as a separate problem and any smooth techniques, whenever applied for this purpose, are not a necessary
part of the method.
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constant of f so that it grows with m, and the convergence is guaranteed for m large
enough. The type of convergence is discussed in [24].

One may note that the application of Cesari’s approach in concrete situations is not an
easy task. The choice of m is, generally speaking, not constructive (it is shown that such
a sufficiently large m exists; in [24, Lemma 2], where the convergence in the C-norm is
proved, no bound is specified for the value Q(α,T)). As regards Hale’s setting [16], a
different meaning of parameters implies that the initial value of a theoretically detected
periodic solution remains unknown (in fact, one claims the existence of a periodic solution
with a particular integral mean value, while its initial value is still to be determined; more
details can be found in [65], § A2.2). In the approach presented here, apart from the
integral mean value, one does not need to compute any higher order terms in the Fourier
expansion. Furthermore, the technique is rather easily adopted for other problems. The
interval division appears to be a simpler and computationally less demanding way to
guarantee the convergence which, in addition, may simultaneously serve other purposes.

§ 6. Extensions and other problems. The techniques based on §§ 1-4, after suitable
modifications, are applicable to problems other than the periodic one.

In particular, the approach is rather easy to be adopted for more general two-point
boundary value problems [61, Theorem 12]; for this purpose, it is sufficient to modify
only the form of the starting approximation and take care of a suitable choice of the
admissible domain. All the essential properties of the iterations are retained and, in
particular, the given boundary condition is satisfied at every step. Solvability conditions
can be obtained similarly to the periodic case (cf. [57]). If we relax the requirements
by admitting that the last mentioned property can be satisfied only approximately, we
can construct a scheme for the study of a general non-local boundary value problem as
in [63].

Ideas from [49, 58, 61] can be efficiently used, in particular, in the study of solutions
of differential equations possessing a given number of zeroes. In [56], we describe the
approach for the Dirichlet problem for a second-order equation focusing on solutions u
with type (σ0, σ1; t1) (i. e., such that u(t1) = 0, sign u = σ0 on [a, t1], and sign u = σ1
on [t1, b]; see Definition IV.2), where the values of signs σ0, σ1 are fixed but the value of
t1 is unknown and should be determined together with the solution u. A more general
situation is treated in Chapter IV.

Further interesting applications are related to systems with impulses at variable
times, in which jumps occur when the trajectory meets a certain surface. In such cases,
the approximate integration of the equation is rather difficult even under initial condi-
tions only. It turns out that parametrisation techniques work quite well for this kind of
problems. This topic is discussed in Chapter III.

The development of similar techiques for functional differential equations is work in
progress; some results in this direction are obtained in [50, 52, 57, 64].
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II. Parametrisation for a non-local problem.

The chapter is based on [58, 62, 63].
Following [62, 63], consider the boundary value problem

u′(t) = f(t,u(t)), t ∈ [a, b], (66)
ϕ(u) = γ, (67)

where ϕ : C([a, b],Rn) → R
n is a vector functional, f : [a, b] × R

n → R
n is a function

satisfying the Carathéodory conditions in a certain bounded set, and γ is a given vector.
By a solution of the problem, one means an absolutely continuous function with property
(67) satisfying (66) almost everywhere on [a, b].

In [63], we adjust the parametrisation scheme of the kind described in Chapter I for
use with general non-local boundary conditions (67). The idea is based on the reduction
of (66), (67) to a family of simpler auxiliary problems with two-point linear separated
conditions at a and b:

u(a) = ξ, (68)
u(b) = η, (69)

where ξ and η are unknown parameters. By doing so one can use, in the non-local case,
the techniques adopted to two-point problems. Further on, in [62], we describe the ver-
sion using the polynomial interpolation which is better suited for practical computations
(§ 10).

Here, in contrast to Chapter I, the fulfilment of the boundary condition for the itera-
tions is not guaranteed any more: it is satisfied only approximately for the approximate
solutions obtained at every step. On the other hand, the process can be applied directly
to a wider range of boundary conditions; their particular properties are essential in the
analysis of determining equations. Other related approaches to boundary value problems
with various non-linear conditions are discussed in [55].

§ 7. Parametrisation using auxiliary two-point problems. Let us fix certain bounded
sets Gi ⊂ R

n, i = 0, 1, and focus on the solutions u of problem (66), (67) with u(a) ∈ G0

and u(b) ∈ G1.

Definition II.1. For any two sets G0 and G1 in R
n, we put

C (G0,G1) := {θξ + (1− θ)η : ξ ∈ G0, η ∈ G1, θ ∈ [0, 1]}.

The working domain for our problem is constructed as follows: for the given G0 and
G1, construct the set

G := C (G0,G1) (70)

and put Gϱ := Oϱ(G) for ϱ ∈ R
n
+ (see (6)). Set (70) will serve as the domain for

admissible values of parameters. By analogy with § I, define the parametrised iterations
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{um(·, ξ, η) : m ≥ 0} by putting

u0 (t, ξ, η) :=
(

1− t − a
b − a

)

ξ +
t − a
b − a

η, (71)

um (t, ξ, η) = u0(t, ξ, η) + (ΛNfum−1(·, ξ, η)])(t), (72)

for t ∈ [a, b], m = 1, 2, . . . . In (72), Λ is the linear operator in C([a, b],Rn) given by the
formula

(Λy) (t) :=
∫ t

a
y(s)ds − t − a

b − a

∫ b

a
y(s)ds, t ∈ [a, b], (73)

and Nf is the Nemytskii operator generated by the non-linearity from (66):

(Nfy) (t) := f(t, y(t)), t ∈ [a, b], (74)

for any continuous y : [a, b] → R
n.

Theorem II.2. Let there exist a non-negative vector ϱ satisfying the inequality

ϱ ≥ b − a
4

δGϱ
(f), (75)

such that f ∈ LipK(Gϱ) with a matrix K for which

r(K) <
1

γ0(b − a)
, (76)

where γ0 = 3/10. Then, for all fixed (ξ, η) ∈ G0 × G1:

1. The limit limm→∞ um(t, ξ, η) =: u∞(t, ξ, η) exists uniformly in t ∈ [a, b],

and u∞(·, ξ, η) is the unique solution of problem (66), (68), (69).

2. u∞(t, ξ, η) ∈ Gϱ and the estimate

|u∞(t, ξ, η)− um(t, ξ, η)| ≤
5

9
α1(t)Qm (1n − Q)−1 δGϱ

(f) (77)

holds for any t ∈ [a, b] and m ≥ 0,19 where

Q := γ0(b − a)K. (79)

Under conditions (75) and (76), one can characterise the solvability of the two-point
problem with separated conditions (69) in terms of function u∞(·, ξ, η). Consider the
system with constant forcing term

u′(t) = f(t,u(t)) + µ(b − a)−1, t ∈ [a, b], (80)

where µ = col (µ1, . . . , µn). Define ∆ : G0 × G1 → R
n by putting

∆(ξ, η) := η − ξ −
∫ b

a
f(s,u∞(s, ξ, η))ds (81)

for (ξ, η) ∈ G0 × G1.
19In (77), α1(·) = α1(·, a, b) (see (9), p. 2). Clearly,

α1(t) = 2(t − a)
(

1−
t − a
b − a

)

, t ∈ [a, b]. (78)
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Theorem II.3. Let ξ ∈ G0 and η ∈ G1 be fixed. Let there exist a non-negative vector
ϱ wit property (75) such that f ∈ LipK(Gϱ) with a matrix K satisfying (76). Then for
a solution of the initial value problem (80), (68) to have property (69) it is neccessary
and sufficient that

µ = ∆(ξ, η). (82)

Moreover, in the case where (82) holds, the solution of problem (80), (68) coincides with
u∞(·, ξ, η).

It follows from Theorem II.3 that solutions of the non-local boundary value problem
(66), (67) have form u∞(·, ξ, η), where ξ and η are determined from the equations

∆(ξ, η) = 0, (83)
ϕ(u∞(·, ξ, η)) = d. (84)

Theorem II.4. Let there exist a non-negative vector ϱ with property (75) such that
f ∈ LipK(Gϱ) with a matrix K for which (76) holds.

1. If there exists a pair (ξ, η) ∈ G0 ×G1 satisfying (83) and (84), then the boundary
value problem (66), (67) has a solution u(·) such that (68), (69) hold and

{u(t) : t ∈ [a, b]} ⊂ Gϱ. (85)

2. If the boundary value problem (66), (67) has a solution u(·) such that (85) holds,
then the pair (u(a),u(b)) is a solution of system (83), (84).

The last statement, which resembles Theorem I.3 for the periodic case, reduces the
problem to the study of determining equations (83), (84).

The practical analysis of problem (66), (67) is carried out by analogy with § 2 using
approximate versions of the determining system (83), (84):

∆m(ξ, η) = 0, (86)
ϕ(um(·, ξ, η)) = d, (87)

where m is fixed and ∆m : G0 × G1 → R
n is given by the relation

∆m(ξ, η) := η − ξ −
∫ b

a
f(s,um(s, ξ, η))ds (88)

for all (ξ, η) ∈ G0×G1. Approximations to solutions of (66), (67) possessing properties
(68), (69) and (85) are constructed in the form

Um0(t) := um0(t, ξ̃, η̃), t ∈ [a, b], (89)

where m0 is fixed and (ξ̃, η̃) is a root of (86), (87) with m = m0. Solvability conditions
involving the mappings (ξ, η) 7→ (∆m(ξ, η), ϕ(um(·, ξ, η)), under additional assumptions
on ϕ, can be formulated by analogy to [61].

§ 8. The case of large Lipschitz constants. If condition (76), § 7, is violated, then
the argument from § 4 can be applied. In this case, we choose k0 so that the inequality

r(K) <
2k0

γ0(b − a)
(90)

holds and, increasing k0 if needed, determine ϱ from the condition

ϱ ≥ b − a
2k0+2

δGϱ
(f). (91)

As a result, at the expense of an increased number of variables in equations, we obtain
a convergent scheme with similar properties.
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§ 9. Freezing at multiple nodes. Interval divisions need not be carried out at the
ratio 1 : 2k0 (§ 4). The general position of nodes, although leading to somewhat cumber-
some formulae, may however be useful in certain situations (in particular, if a change of
behaviour at the corresponding nodes is expected; two problems of this kind are discussed
in Chapters III and IV).

The corresponding formulae are derived [58] by analogy with § 4. In this case, we
choose the nodes

t0 = a, tk = tk−1 + hk, k = 1, . . . ,N − 1, tN = b, (92)

where N > 1 and hk > 0, k = 1, . . . ,N − 1, and “freeze” the values of u at points (92)
by formally putting

u(tk) = z(k), k = 0, 1, . . . ,N. (93)

Then we consider the restrictions of equation (66) to the subintervals

u′(t) = f(t,u(t)), t ∈ [tk−1, tk] , (94)

where k = 1, 2, . . . ,N, under the natural two-point boundary conditions20

u(tk−1) = z(k−1), u (tk) = z(k). (95)

The non-local problem (66), (67) is then reformulated as determining the parameters
z(0), z(1), . . . , z(N) so that (67) holds, where u : [a, b] → R

n is the result of a continuous
gluing of solutions of problems (94), (95) on the subintervals of the division.

Before constructing iterations, similarly to § 7, we select some admissible domains
for “frozen” values by choosing closed bounded sets Gk ⊂ R

n, k = 0, 1, . . . ,N, and focus
on solutions of two-point problems (94), (95) such that

u(tk) ∈ Gk, k = 0, 1, . . . ,N. (96)

Similarly to (70), we form the sets

Gk−1,k := C (Gk−1,Gk), k = 1, 2, . . . ,N, (97)

and, for any non-negative vector ϱ, put Gk(ϱ) := Oϱ(Gk−1,k), k = 1, 2, . . . ,N.

The formulae for iterations are constructed similarly to §§ 1, 7: for any fixed z(0),
z(1), . . . , z(N), we define u(k)

m : [tk−1, tk]×Gk−1×Gk → R
n, k = 1, 2, . . . ,N, m = 0, 1, 2, . . . ,

by putting

u(k)
m
(

t, z(k−1), z(k)
)

= u(k)
0

(

t, z(k−1), z(k)
)

+

∫ t

tk−1

f
(

s,u(k)
m−1

(

s, z(k−1), z(k)
)

)

ds

− t − tk−1

hk

∫ tk

tk−1

f
(

s,u(k)
m−1

(

s, z(k−1), z(k)
)

)

ds (98)

for all m = 1, 2, . . . and t ∈ [tk−1, tk], k = 1, 2, . . . ,N, where the graphs of the functions
u(k)
0

(

·, z(k−1), z(k)
)

, k = 1, 2, . . . ,N, form a broken line joining the points (tk, z(k)), k =
1, 2, . . . ,N (cf. note 13, p. 12). We then prove the uniform convergence of iterations
(98) (Theorem 5.1, p. 111) and formulate a reduction principle by analogy with § 1
(Theorem 6.1, p. 115).

The techniques are applicable under the following assumptions:
20One may notice that, for any fixed k, the two-point problem (94), (95) is, strictly speaking, overde-

termined. It should be noted, however, that (94), (95) are considered simultaneously for all k = 1, 2, . . . ,N,
with the terminal condition serving as an initial condition on the next interval.
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1. There exist non-negative vectors ϱ(1), ϱ(2), . . . , ϱ(N) such that

ϱ(k) ≥ hk

4
δ[tk−1,tk],Gk(ϱ(k))(f) (99)

for all k = 1, 2, . . . ,N (see notation (3)).

2. There exist non-negative matrices K1, K2, . . . , KN such that

f ∈ LipKk

(

Gk(ϱ
(k))
)

, k = 1, 2, . . . ,N. (100)

3. The spectral radii of K1, K2, . . . , KN satisfy the inequality

r(Kk) <
1

γ0hk
, k = 1, 2, . . . ,N. (101)

This approach, in which the solution is approximated simultaneously on multiple
intervals, may be particularly useful in the cases where the related numerical methods
(namely, parallel shooting [30, 75]) cannot be applied (see § 5).

§ 10. Polynomial interpolation. The main difficuly in the application of the tech-
niques from § 7 is the analytic integration of expressions involving variable parameters.
In [62], we formulate and justify the polynomial version of the method from [63]. The
resuting scheme, which is significantly easier for practical realisation, can be used in the
cases where the approach of § 7 faces with computational difficulties.

Consider the non-local problem (66), (67), where ϕ : C([a, b],Rn) → R
n is a non-

linear vector functional and γ ∈ R
n is a given vector. In contrast to § 7, we assume that

f : [a, b]× R
n → R

n is continuous in a certain bounded set. We also need an additional
regularity assumption on f with respect to the time variable.

By a solution of problem (66), (67) we understand here a continuously differentiable
vector function with property (67) satisfying (66) everywhere on [a, b]. This is motivated
by the additional Hölder continuity assumption in the time variable imposed below.

In order to proceed, introduce some notation. Fix a natural number q and set

Lqy := col(Lqy1,Lqy2, . . . ,Lqyn) (102)

for any continuous y : [a, b] → R
n, where Lqyi is the qth degree interpolation polynomial

for yi at the Chebyshev nodes

ti =
b − a
2

cos
(2i − 1)π

2 (q + 1)
+

a + b
2

, i = 1, 2, . . . , q + 1, (103)

translated from (−1, 1) to the interval (a, b) (see, e. g., [41]).
For y ∈ C([a, b],Rn), put

Eqy = col(Eqy1,Eqy2, . . . ,Eqyn),

where Eq(x) is the error of the best uniform approximation of a function x by polyno-
mials of degree ≤ q: Eq(y) := infp∈Pq maxt∈[a,b] |y(t) − p(t)|, where Pq the set of all
polynomials of degree not higher than q on [a, b] [13, 40].

If D ⊂ R
n is a closed domain and f : [a, b]× D → R

n, put

lq,D(f) :=
(

2

π
ln q + 1

)

sup
p∈Pq+1,D

Eq(Nfp), (104)

20



where
Pq,D :=

{

u : u ∈ P
n
q , u([a, b]) ⊂ D

}

with Pn
q := Pq × · · · × Pq.21 Introduce a modified iteration process keeping formula

(71) for the starting approximation:

vq
0 (·, ξ, η) := u0(·, ξ, η) (105)

and replacing (72) by the formula

vq
m (t, ξ, η) := u0(t, ξ, η) + (ΛLqNfv

q
m−1 (·, ξ, η))(t) (106)

for t ∈ [a, b], m = 1, 2, . . . .22

Theorem II.5. Let there exist a non-negative vector ϱ such that

ϱ ≥ b − a
4

(

δGϱ
(f) + 2lq,Gϱ

(f)
)

(107)

and (32) holds with a certain matrix K satisfying (76). Furthermore, let there exist
vectors c and β with ci ≥ 0, 0 < βi ≤ 1, i = 1, 2, . . . ,n, such that23

f(·, ξ) ∈ Hβ
c (108)

for all fixed ξ ∈ Gϱ. Then, for all fixed (ξ, η) ∈ G0 × G1 :

1. For any m ≥ 0, q ≥ 1, the function vq
m (·, ξ, η) is a vector polynomial of degree

q + 1 having values in Gϱ and satisfying the two-point conditions (69).

2. The limits

vq
∞ (·, ξ, η) := lim

m→∞
vq

m (·, ξ, η) , v∞ (·, ξ, η) := lim
q→∞

vq
∞ (·, ξ, η) (109)

exist uniformly on [a, b]. Functions (109) satisfy conditions (69).

3. The estimate

|u∞ (t, ξ, η)− vq
m (·, ξ, η) | ≤ 10

9
α1(t)Qm (1n − Q)−1 (δGϱ

(f) + lq,Gϱ
(f)
)

holds for any t ∈ [a, b], m ≥ 0, where Q and α1 are given by (79), (78).

The inconvenience of (107), which is due to the difficulties in estimating numbers
(104), can be compensated by adjusting the degree of the polynomial. Put

w0 (·, ξ, η) := u0(·, ξ, η), (110)
wm (t, ξ, η) := u0(t, ξ, η) + (ΛLqmNfwm−1 (·, ξ, η))(t) (111)

for t ∈ [a, b], m = 1, 2, . . . , where {qm : m ≥ 1} ⊂ N. Replace (107) by the following
condition: there exist a non-negative vector ϱ and a strictly positive r such that

ϱ ≥ b − a
4

(

δGϱ
(f) + r

)

. (112)
21The second multiplier in (104) is the least upper bound of errors of best uniform approximations of the

functions obtained by substitution into the right-hand side of equation (66) of vector polynomials of degree
≤ q + 1 with values in D.

22For any q ≥ 1, formula (106) defines a vector polynomial vq
m (·, ξ, η) of degree ≤ q + 1 (in particu-

lar, all these functions are continuously differentiable), which, moreover, satisfies the two-point boundary
conditions (69). The coefficients of the polynomials depend on the parameters ξ and η.

23See notation 14, p. 2.
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Theorem II.6. Assume that f satisfies the Lipschitz condition (32) on Gϱ, where ϱ is
such that (112) holds with some r. If, moreover, condition (76) is satisfied, then sequence
(110), (111) uniformly converges on [a, b] provided that qm is chosen large enough at
every step m.

The last theorem implies that, for suitably chosen {qm : m ≥ 1}, sequence (110),
(111) serves the same purpose as sequence (105), (106) under the assumptions of The-
orem II.5.

Theorem II.6 does not provide precise information about how large the degree of
polynomials should be at individual steps. This formulation can nevertheless be suffi-
cient for the practical application because one can start checking the behaviour of ap-
proximations heuristically with relatively small degrees of polynomials, expecting still
better results for the explicitly unknown “guaranteed” degrees qm.24

On the other hand, a question arises on the possible behaviour of the sequence {qm :
m ≥ 1} for large m and especially on the finiteness of supm≥1 qm. It turns out that
under a smallness condition somewhat stronger than (76), the sequence of degrees of
polynomials appearing in (111) can always be chosen bounded. More precisely, suppose
that, instead of (76), the matrix K appearing in (32) satisfies the condition

r(K) <
2

b − a
(113)

(i. e., the constant 10/3 is replaced by 2). We assume that βi = 1, i = 1, 2, . . . ,n, in
(108).

The last theorem of [62] states that, under condition (113), one can choose the same
degree of polynomial in (111) at every step.

Theorem II.7. Let there exist a non-negative vector ϱ and positive vector r such that
(112) holds and the Lipschitz condition (32) holds with K satisfying (113). Assume
that f(·, ξ) is Lipschitzian with some constant vector c for all fixed ξ ∈ Gϱ. Then the
iteration process (110), (111) uniformly converges on [a, b] if qm = q, m = 1, 2, . . . ,
with q sufficiently large.

In other words, under conditions of Theorem II.7, the iteration process (110), (111)
reduces to (105), (106) with q large enough. In the cases where (113) is violated, one
can apply interval divisions by analogy with § 4 (see § 8).25

The key feature here is the ease of application in obtaining higher-order iterations,
which allows us to get high quality approximations with much less computational efforts.
Polynomial approximations prove to be particularly helpful for differential equations with
argument deviations where, due to the character of the equation, the computations are
more complicated [64].

24For practical computations, the use of interpolation polynomials of very large degrees on the entire
interval is known to be unsatisfactory due to the accumulation of rounding errors. The use of interval
divisions is rather natural in such cases, which corresponds to piecewise polynomial interpolation ([68],
Chapter 3, § 4).

25Strictly speaking, under conditions of Theorem II.5, estimates (90), (91) should be modified accordingly
due to condition (113). However, similarly to § 4, the resulting conditions are also satisfied for sufficiently
large number of intermediate nodes.
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III. Approximations for problems with state-dependent jumps.

The chapter is based on [36, 49].

§ 11. Overview. The parametrisation techniques based on the ideas expressed above
are rather flexible and can be adopted to many problems of various nature. In [36, 49],
we show how they can be used to study boundary value problems for impulsive systems
where jumps may occur at times depending on the value of the solution itself (i. e., the
so-called state-dependent jumps; we refer to the book [37] for details on this relatively
new and little studied subject). We suggest a reduction technique of Lyapunov-Schmidt
type and describe the construction of approximate solutions. Existence conditions are
not treated here (although their obtaining is possible by analogy to [52, 61]).

Differential models involving state-dependent jumps are of much interest since they
arise in a number of applications (see, e. g., [10, 18, 34, 77, 79]). The majority of
currently available results on impulsive boundary value problems concern systems where
impulses occur at fixed times.

At present, according to our knowledge, no constructive approaches for boundary
value problems with state-dependent impulses are available in the literature. We can
mention only the work [21], where the author suggests MATHEMATICA packages for the
practical analysis of certain particular classes of two and three-dimensional systems with
variable jumps, and the recent paper [3] describing the simple shooting procedure for
a state-dependent two-point problem with one impulse position. The approach of these
works is numerical.

It turns out that there is a relatively simple way to treat this topic using ideas from
[58, 61] (§§ 4, 9) which, due to the nature of the impulse action at variable times, are
particularly natural here.

The existing literature concerning boundary value problems for systems with state-
dependent jumps is mostly devoted to the study of initial value problems and the periodic
problem. For other types of boundary conditions, one cannot name but a few related
works since the majority of results on boundary value problems for impulsive systems
concern jumps at fixed times. We refer to [36, 49] for the related bibliography.

One may note that, for equations with state-dependent jumps, boundary value prob-
lems have been studied mostly in the case where the trajectory is allowed to meet the
barrier surface only once (see, e. g., [37], § 6.1, or [3]). In [49], we show that the situ-
ation with multiple intersections with the barrier can also be treated by using a suitable
parametrisation technique (§ 12).

§ 12. Barrier, jump condition, and definition of solution. In [36, 49], we are inter-
ested in the approximate construction of solutions of the non-linear system of differential
equations

u′(t) = f(t,u(t)), t ∈ [a, b], (114)

with −∞ < a < b < ∞ and a continuous f : [a, b] × R
n → R

n, satisfying a two-point
boundary condition and a jump condition with non-fixed jump times. In [49], we consider
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system (114) under the non-linear two-point boundary condition

h(u(a),u(b)) = 0, (115)

where h : Rn × R
n → R

n is a continuous function, and impose the jump condition

u(t+)− u(t−) = γt (u (t−)) for t ∈ (a, b) such that g (t,u (t−)) = 0. (116)

The functions g : [a, b] × R
n → R

n and γt : R
n → R

n, t ∈ (a, b), appearing in (116) are
also assumed to be continuous. In the context of systems (114) with impulse action at
variable times, the set

B = {(t,x) ∈ [a, b]× R
n : g(t,x) = 0} (117)

determined by the function g from (116) is usually called a barrier; it contains all the
points of the phase space where the jumps occur. The time instants t ∈ (a, b) for which
(116) applies are a priori unknown; they are referred to as state-dependent because they
depend on the solution u itself through the equation g(t,u(t−)) = 0.

In [49], we study solutions of problem (114), (115), (116) that are allowed to meet
the barrier p times with 1 ≤ p < ∞.26

Definition III.1. Let p ∈ N. A left continuous vector function u : [a, b] → R
n is

called a solution of problem (114), (115), (116) with p jumps if (115) holds and there
exist points a < τ1 < τ2 < · · · < τp < b such that the restrictions u|[a,τ1], u|(τ1,τ2], . . . ,
u|(τp,b] have continuous derivatives, u satisfies (114) and the relation g(t,u(t)) 6= 0 for
t ∈ [a, b] \ {τ1, τ2, . . . , τp}, and

g(τi,u(τi)) = 0, u(τi+)− u(τi) = γτi(u (τi)), i = 1, . . . , p. (118)

We see that, for any i = 1, . . . , p, the trajectory of u meets the barrier B at the
time τi (i.e., (τi,u(τi)) ∈ B) and undergoes a jump of size γτi(u(τi)). The time instants
τ1, . . . , τp, as well as their number p, both depend on u, so that different solutions may
have jumps at different points.

Our approach uses ideas from [58, 63] (§§ 7, 9) and is based on the construc-
tion of simple model problems involving unknown parameters. Under certain conditions
one shows that, for all values of parameters from suitable bounded sets, solutions of
the auxiliary problems can be obtained as limits of uniformly convergent successive ap-
proximations. The values of parameters should then be found from the corresponding
determining equations generated by the functional perturbation terms, boundary condi-
tions, and the barrier crossing condition. As well as in the previously discussed cases,
the practical analysis is based on the study of approximate determining equations, which
are solved numerically in the selected regions. Approximate solutions of (114)–(116)
are then constructed from those of the model problems. The computations for this kind of
problems are more tedious and it is natural to carry out them by using computer algebra
systems (e. g., MAPLE 14, which has been applied in [36]).

According to our knowledge, the scheme suggested in [36, 49] is the first numerical-
analytic method for this type of impulsive problems. It can be applied for problems with
either linear or non-linear boundary conditions.27 Furthermore, in this way, we can
consider barriers described in the implicit form (117), in contrast to the most frequently
studied case where it is given by an equation expicitly resolved with respect to the time
variable, i. e., has the form B = {(t,x) : t = g̃(x)} (see, e. g., [38, 39]). The method
also allows one to treat multiple solutions of the problem.

26In particular, the pulse phenomenon [4] is excluded from consideration.
27For problems without impulses, this is shown in [50, 53, 55, 61, 63, 65, 66].
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§ 13. Auxiliary problems and construction of iterations. Let p ≥ 1 be fixed. A
solution u of problem (114)–(116) with p jumps is approximated by suitable iteration
sequences separately on the interval [a, τ1], which precedes the jump times τ1, τ2, . . . , τp
(pre-jump evolution) and then sequentially on the intervals [τ1, τ2], [τ2, τ3], . . . , [τp−1, τp],
with τp+1 := b, which correspond to the after-jump evolution. The time instants where
the jumps occur, τ1, τ2, . . . , τp, and the values λ[1], λ[2], . . . , λ[p] are treated as parameters.
The latter have the meaning of pre-jump values of the solution, whereas ξ and λ[p+1]

stand for the values of the solution at a and b.
The auxiliary problems are constructed as follows. Choose p + 2 compact sets G0,

G1, . . . , Gp, Gp+1 in R
n and, applying a shift by γτk from (116), define the sets

G+
k := {x + γτk(x) : x ∈ Gk}, k = 1, . . . , p.

These sets will determine an admissible space localisation of the trajectory at the cor-
responding times, namely, we focus on solutions u of problem (114), (115), (116) with
p jumps such that

u(a) ∈ G0; u(τk) ∈ Gk, u(τk+) ∈ G+
k , k = 1, . . . , p; u(τp+1) ∈ Gp+1.

Similarly to § 1, we need to impose assumptions on sets somewhat wider than the ad-
missible regions. To define suitable neighbourhoods of sets where the values of paramet-
ers are looked for, choose some vectors ϱ[i], i = 0, 1, . . . , p from R

n
+ and, using notation

(6), p. 1, construct the sets

V0(ϱ
(0)) := Oϱ(0)(C (G0,G1)), Vk(ϱ

(k)) := Oϱ(k)(C (G+
k ,Gk+1)), k = 1, . . . , p.

(119)
Then we introduce the auxiliary two-point boundary value problems

x′(t) = f(t,x(t)), t ∈ [a, τ1] ,

x(a) = ξ, x(τ1) = λ[1]
(120)

and
y′(t) = f

(

t, y(t)
)

, t ∈ [τk, τk+1] ,

y(τk) = λ[k] + γk
(

λ[k]), y(τk+1) = λ[k+1]
(121)

for k = 1, 2, . . . , p. The variables

a < τ1 < · · · < τp < τp+1 = b, ξ = col(ξ1, ξ2, . . . , ξn) ∈ G0,

λ[k] = col
(

λ
[k]
1 , λ

[k]
2 , . . . , λ

[k]
n
)

∈ Gk, k = 1, 2, . . . , p + 1,
(122)

appearing in (120) and (121) are considered as unknown parameters. We consider only
those solutions x(·) and y[k](·), k = 1, . . . , p, of problems (120) and (121) which have
range in the sets V0(ϱ

(0)) and Vk(ϱ
(k)) (see (119)).28

Appproximations are constructed separately on the inerval [a, τ1], where still no
jumps occur, and each of the p intervals corresponding to the system evolution between
jumps. Problem (120) on [a, τ1] × V0(ϱ

(0)) corresponds to the pre-jump evolution, and
we treat it by using the parameterised sequences of vector functions

xm(t) := xm
(

t; τ1, ξ, λ[1]
)

, t ∈ [a, τ1] , m ≥ 1, (123)

28Formally speaking, (120) and (121) are both overdetermined problems (with n equations and 2n bound-
ary conditions). However, similarly to § 9 (see note 20, p. 19), one can see that this does not cause any
complications since (120) and (121) are treated simultaneiusly.
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with the parameters τ1, ξ, λ
[1] from (122), by the relations

x0(t) = ξ +
t − a
τ1 − a

(

λ[1] − ξ
)

, (124)

xm(t) = x0(t) +
∫ t

a
f(s,xm−1(s))ds − t − a

τ1 − a

∫ τ1

a
f(s,xm−1(s))ds, t ∈ [a, τ1] , (125)

for m ≥ 1. A similar construction is then used for the after-jump times, i. e., after the
first intersection with the barrier; the parameterised iterations corresponding to problem
(121) on [τk, τk+1]× Vk(ϱ

(k)), 1 ≤ k ≤ p,

y[k]m (t) := y[k]m
(

t; τk, τk+1, λ
[k], λ[k+1]

)

, t ∈ [τk, τk+1], (126)

are constructed in the form

y[k]0 (t) = λ[k] + γτk(λ
[k]) +

t − τk

τk+1 − τk

(

λ[k+1] − λ[k] − γτk

(

λ[k])), (127)

y[k]m (t) = y[k]0 (t) +
∫ t

τk

f
(

s, y[k]m−1(s)
)

ds − t − τk

τk+1 − τk

∫ τk+1

τk

f
(

s, y[k]m−1(s)
)

ds (128)

for m ≥ 1. The convergence of all the iterations is established ([49], Theorems 4.2, 4.4)
by analogy to § 9 under the conditions

f ∈ LipKi
(Vi(ϱ

(i))), i = 0, . . . , p, (129)

where the vectors ϱ(i), i = 0, . . . , p, are chosen according to the inequality29

ϱ(k) ≥ b − a
4

δf(Vk(ϱ
(k))), k = 0, 1, . . . , p, (130)

and the eigenvalues of the Lipschitz matrices satisfy the estimate

r(Ki) <
10

3(b − a)
, i = 0, . . . , p. (131)

Conditions (129)–(131) allow us to construct the sequence of functions {um : m ≥ 0}
defined on the entire [a, b] by the formula

um(t) :=

{

xm(t) if t ∈ [a, τ1] ,
y[k]m (t) if t ∈ (τk, τk+1] , k = 1, 2, . . . , p,

and consider the corresponding limit as m tends to ∞,

u∞(t) :=

{

x∞(t) if t ∈ [a, τ1] ,
y[k]∞(t) if t ∈ (τk, τk+1] , k = 1, 2, . . . , p.

(132)

Then u∞ : [a, b] → V0(ϱ
(0)) ∪ V1(ϱ

(1)) ∪ · · · ∪ Vp(ϱ
(p)) is a vector function depending

on the parameters τ1, . . . , τp ∈ (a, b), ξ ∈ G0, and λ[k] ∈ Gk, k = 1, . . . , p + 1. For
suitable values of these parameters ([49], Theorem 5.1), function (132) is a solution of
the original boundary value problem (114), (115), (116) with p jumps; this reduces the
problem to the determining equations

Ψ0(τ1, ξ, λ
[1]) = 0, h

(

ξ, λ[p+1]
)

= 0,

Ψk(τk, τk+1, λ
[k], λ[k+1]) = 0, g

(

τk, λ
[k]) = 0, k = 1, . . . , p,

(133)

29δf(V0(ϱ
(0))) and V0(ϱ

(0)) are defined according to (4), (119).
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in the sense that any root (τ∗1 , τ∗2 , . . . , τ∗p , ξ∗, λ[1]∗, λ[2]∗, . . . , λ[p+1]∗) of (133) determ-
ines a solution of (114)–(116) via the functions

x∗
∞(t) := x∞

(

t; τ∗1 , ξ
∗, λ[1]∗

)

, t ∈ [a, τ∗1 ] ,

y[k]∗∞ (t) := y[k]∞

(

t; τ∗k , τ
∗
k+1, λ

[k]∗, λ[k+1]∗
)

, t ∈ [τ∗k , τ
∗
k+1], k = 1, . . . , p − 1.

(134)

When conditions (130), (131) (i. e., ) are not fulfilled, one can suggest to adjust the
interval division procedure (§§ 4, 8, 9) for this case (for problems without impulses,
this technique is described in [60, 61]).

Since the form of system (133) is not explicitly known, the practical realisation of this
scheme, as well as in other similar cases, is based on approximations of the determining
system (133) obtained from (133) by replacing x∞ and y[k]∞ by the iterations xm and y[k]m
from (125) and (128), respectively. Illustrations of the implementation of the scheme in
concrete examples with different forms of barriers and numbers of jumps can be found in
[49] (pp. 158–167 of this text). Practical computations according to this algorithm can
be combined with the polynomial interpolation (see § 10), which considerably facilitates
the analytic part of the scheme without noticeble loss in accuracy. If the problem has
multiple solutions with the required properties, they can be detected by limiting the
numerical analysis of the approximate determining systems to specific regions. An initial
guess for the choice of sets is obtained from the zeroth approximation.

The single-jump case (i. e., if the solution is allowed to touch the barrier (117) only
once in the given time interval) is studied specifically in [36], where we consider (114)
under the jump condition

u(t+)− u(t−) = γ(u(t−)) for t such that g(t,u(t−)) = 0 (135)

and the linear boundary condition

Au(a) + Cu(b) = d, (136)

where d is a constant vector, and A, C are constant matrices satisfying the condition
rank [A,C] = n. The non-singularity of these matrices is not required. The functions
γ : Rn → R

n and g : [a, b] × R
n → R in (135) are assumed to be continuous. Here,

the trajectory of u meets the barrier B at a unique time instant τ and has a jump of
size γ(u(τ)). Although further intersections with the barrier are not allowed, there may
exists multiple solutions meeting B at different points; for their detection one should
localise the analysis of the approximate determining equations to specific regions.
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IV. Solutions with prescribed number of zeroes.

The chapter is based on [35].
The ideas from [36, 49, 58, 61] can also be used in other situations. In [35], based on

the parametrisation techniques with interval divisions developed in [58, 60, 61, 63], we
construct a scheme suitable for finding solutions of boundary value problems vanishing
at certain points which are not specified a priori. We use an idea from [56], where a
scalar second order equation is considered under the homogeneous Dirichlet conditions.

The question on finding solutions of non-linear differential equations possessing a
prescribed number of zeroes inside the given interval is interesting from many points of
view (see, e. g., [7, 28, 31, 32] and the references therein). This is a rather complicated
problem and its investigation is generally based on considerations of purely qualitative
character which usually do not provide any means to obtain approximations to the solu-
tion in question. Further difficulties arise when the equation is studied under non-linear
boundary conditions.

This topic is of considerable interest, in particular, for Emden-Fowler type equations
[80], the behaviour of solutions of which is rather complicated [23]. For such equations,
the existence of solutions with a given number of zeroes is studied, in particular, in [2, 19,
32]; the Nehari theory is used in [14, 19, 20, 29, 33]. One may observe that the methods
used to construct this kind of solutions usually strongly depend on the specific form of
an equation (e. g., the approach of [14] is based on the use of the lemniscate functions,
i. e., the solutions of specific Cauchy problems for a certain second order equation with
a cubic non-linearity).

Paramerisation methods provide some kind of a general “machinery” for finding solu-
tions with a given number of sign changes, which is applicable, in particular, in the cases
mentioned above and may serve as a useful complement to other approaches. Following
[35], consider systems of n first-order ordinary differential equations

u′(t) = f (t, [u(t)]+, [u(t)]−) , t ∈ [a, b] , (137)

under a general two-point boundary condition

g(u(a),u(b)) = d. (138)

Here, [u]± for any u = col(u1, . . . ,un) stands for the vector col([u1]±, . . . , [un]±), and
[s]+ := max{s, 0}, [s]− := max{−s, 0} for any real s.

The functions f : [a, b]×G×G → R
n, g : G×G → R

n are assumed to be continuous.

Definition IV.1. Let {σ0, σ1} ⊂ {−1, 1} and t1 be a point from (a, b). We say that a
function u : [a, b] → R is of type (σ0, σ1; t1) if u(t1) = 0 and

σk−1u(t) > 0 for t ∈ (tk−1, tk) , k = 1, 2,

where t0 := a, t2 := b.
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Let {σi0, σi1 : i = 1, 2, . . . ,n} ⊂ {−1, 1} and t1, t2, . . . , tn are such that

a =: t0 < t1 < t2 < · · · < tn < tn+1 := b. (139)

Definition IV.2. We say that a vector-function u = col(u1,u2, . . . ,un) : [a, b] → R
n

is of type [(σ10, σ11; t1), (σ20, σ21; t2), . . . , (σn0, σn1; tn)] if every uk, k = 1, 2, . . . ,n, is of
type (σk0, σk1; tk).

We look for solutions u = (ui)
n
i=1 of the boundary value problem (137), (138) such

that each its component ui is of type (σi0, σi1; ti) (i.e., vanishes at the point ti and is of
the sign σi0 and σi1, respectively, on the left and on the right of it). The values of t1,
t2, . . . , tn where the respective components vanish are not specified beforehand; they
remain unknown and the problem is thus to find both u and t1, t2, . . . , tn.

The form of system (137) is motivated, in particular, by Emden-Fowler type equa-
tions and other equations where the non-linearity involves terms of type [u]± and |u|.
From the computational point of view, these terms cause difficulties for the practical
realisation of parametrisation schemes due to the need to integrate expressions depend-
ing on multiple parameters, and in such cases one should often complement the scheme
with additional ingredients facilitating the computation (cf. § 10). In the cases where
the components of solutions are expected to vanish at certain points, with a particular
information available on the sign around it, complications of this kind can be avoided so
that any additional approximation of integrands may not be needed [35].

§ 14. Parametrisation and reduction principle. Introduce some notation. Put

jσ :=
1

2
(σ + 1) (140)

for any σ ∈ {−1, 1} and define the function f̃ : [a, b]× G → R
n by setting

f̃(t,u1, . . . ,un) := f
(

t, jσ11u1, . . . , jσk−1,1
uk−1, jσk0uk, jσk+1,0

uk+1, . . . , jσn0un,

− j−σ11u1, . . . ,−j−σk−1,1
uk−1,−j−σk0uk,−j−σk+1,0

uk+1 . . . ,−j−σn0un
)

(141)

for u = (ui)
n
i from G, t ∈ [tk−1, tk], k = 1, 2, . . . ,n + 1.

Proposition IV.3. Let {σi0, σi1 : i = 1, 2, . . . ,n} ⊂ {−1, 1} be fixed. Then any
[(σ10, σ11; t1), (σ20, σ21; t2), . . . , (σn0, σn1; tn)] solution of (137) is a solution of the system

u′(t) = f̃(t,u(t)), t ∈ [a, b] , (142)

where f̃ is given by (141). Conversely, any [(σ10, σ11; t1), (σ20, σ21; t2), . . . ,
(σn0, σn1; tn)] solution of (142) satisfies (137).

Proposition IV.4. For any u = (ui)
n
i is from G, t ∈ [tk−1, tk], k = 1, 2, . . . ,n + 1,

f̃(t,u) = f
(

t,
1

2
(Mk + 1n)u(t),

1

2
(Mk − 1n)u(t)

)

, (143)

where
Mk := diag(σ11, σ21, . . . , σk−1,1, σk0, σk+1,0, . . . , σn0). (144)

When we are focusing on solutions described in Definition IV.2, these propositions
allow us to easily rewrite the system in a simpler form (142) using the information
known on the signs. Equality (143) implies, in particular, that when passing from (137)
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to (142), all the occurrences of |ui| in the original system are replaced by the ith com-
ponent of Mku on [tk−1, tk]. The computation of the matrices Mk, k = 1, . . . ,n + 1, is
straightforward.30

To treat the problem, we use parametrisation at multiple points [58] (§ 9) and re-
place the boundary value problem (142), (138) by a suitable family of auxiliary prob-
lems with separated conditions constructed as follows. We “freeze” the values of u =
col(u1,u2, . . . ,un) at points (139) by formally putting

u(tk) = z(k), k = 0, 1, . . . ,n + 1, (145)

where z(k) = col
(

z(k)1 , z(k)1 , . . . , z(k)n
)

, and consider the restrictions of system (142) to
each of the intervals [t0, t1], [t1, t2], . . . , [tn, tn+1]. This leads us to the n + 1 two-point
boundary value problems on the respective subintervals

u′(t) = f̃(t,u(t)), t ∈ [tk−1, tk] , (146)

u(tk−1) = z(k−1), u(tk) = z(k), (147)

where k = 1, 2, . . . ,n+1 and f̃ is given by (141). Problems (146), (147) are then treated
along the lines of [58]: we choose suitable Gk ⊂ R

n, k = 0, 1, . . . ,n + 1 (p. 174), form
the sets

Gk−1,k = C (Gk−1,Gk), k = 1, 2, . . . ,n + 1, (148)

and assume the following conditions:

1. There exist non-negative vectors ϱ(1), ϱ(2), . . . , ϱ(n+1) such that31

ϱ(k) ≥ tk − tk−1

4
δ[tk−1,tk],Gk(ϱ(k))(̃f) (149)

for all k = 1, 2, . . . ,n + 1.

2. There exist non-negative matrices K1, K2, . . . , Kn+1 such that

f ∈ LipKk

(

Gk(ϱ
(k))
)

, k = 1, 2, . . . ,n + 1. (150)

3. The spectral radii of K1, K2, . . . , Kn+1 satisfy the inequalities

r(Kk) <
10

3(tk − tk−1)
, k = 1, 2, . . . ,n + 1. (151)

Note that, although (149) and (151) both involve t1, t2, . . . , tn, it makes sense to
keep the present form of conditions (see § 15).

We define (p. 176) the iterations u(k)
m (·, z(k−1), z(k), tk−1, tk), m = 0, 1, . . . , by analogy

with § 9, prove the existence of their uniform limits u(k)
∞

(

·, z(k−1), z(k), tk−1, tk
)

as m →
∞, and “glue” them together into the function u∞(·, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn) :
[a, b] → R

n. This allows us to introduce the determining function ∆(k) : Gk−1 × Gk ×
(a, b)2 → R

n, k = 1, . . . ,n + 1,

∆(k)(ξ, η, s0, s1) := η − ξ −
∫ tk

tk−1

f̃
(

s,u(k)
∞ (s, ξ, η, s0, s1)

)

ds (152)

for all ξ ∈ Gk−1, η ∈ Gk, and {s0, s1} ⊂ (a, b).
30For example, if n = 3 and we are interested in solutions of the type [(1,−1; t1), (−1, 1; t2), (−1, 1; t3)],

then, according to (144), we have M1 =
(

1 0 0
0 −1 0
0 0 −1

)

, M2 =
(

−1 0 0
0 −1 0
0 0 −1

)

, M3 =
(

−1 0 0
0 1 0
0 0 −1

)

, and M4 =
(

−1 0 0
0 1 0
0 0 1

)

.
31In (149), we use the same notation as in (100), § 9: Gk(ϱ) := Oϱ(Gk−1,k), k = 1, 2, . . . , n + 1, for any

ϱ ∈ R
n
+. We also use notation 6, p. 1.
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Theorem IV.5. The function u∞(·, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn) : [a, b] → R
n

is a continuously differentiable solution of the boundary value problem (137), (138) if
and only if the vectors z(k), k = 0, 1, 2, . . . ,n + 1, and the points t1, . . . , tn satisfy the
system of n(n + 2) numerical determining equations

∆(k)(z(k−1), z(k), tk−1, tk) = 0, k = 1, 2, . . . ,n + 1, (153)

g
(

u(1)
∞ (a, z(0), z(1), a, t1),u(n+1)

∞ (b, z(n), z(n+1), tn, b)
)

= d. (154)

Furthermore, this solution has type [(σ10, σ11; t1), (σ20, σ21; t2), . . . , (σn0, σn1; tn)].

Theorem IV.6. If there exist some t1, . . . , tn from (a, b) and z(j) ∈ Gj, j = 0, 1, . . . ,n+
1, satisfying equations (153), (154), then the function

u∗(t) = u∞

(

t, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn
)

, t ∈ [a, b], (155)

is a [(σ10, σ11; t1), (σ20, σ21; t2), . . . , (σn0, σn1; tn)] solution of the boundary value prob-
lem (137), (138). Conversely, if problem (137), (138) has a solution u∗(·) of type
[(σ10, σ11; t1), (σ20, σ21; t2), . . . , (σn0, σn1; tn)], which, in addition, satisfies the conditions

u∗(tj) ∈ Gj, j = 0, 1, . . . ,n + 1,

{u∗(t) : t ∈ [tk−1, tk]} ⊂ Oϱ(k)(Gk−1,k), k = 1, 2, . . . ,n + 1,
(156)

then the system of determining equations (153), (154) is satisfied with the same t1, . . . ,
tn, and

z(j) := u∗(tj), j = 0, 1, . . . ,n + 1.

Moreover, the solution u∗(·) necessarily has form (155) with these values of parameters.

In this way, the question on determining [(σ10, σ11; t1), (σ20, σ21; t2), . . . ,
(σn0, σn1; tn)] solutions of problem (137), (138) with the space localisation of graph
(156) is reduced to finding the values z(0), z(1), . . . , z(n+1), and t1, . . . , tn from equa-
tions (153), (154).

§ 15. Verification of conditions and practical realisation. Similarly to other cases
where parametrisation is applied, the practical realisation of the scheme from § 14 uses
approximate determining equations

∆
(k)
m (z(k−1), z(k), tk−1, tk) = 0, k = 1, 2, . . . ,n + 1, (157)

g
(

u(1)
m (a, z(0), z(1), a, t1),u

(n+1)
m (b, z(n), z(n+1), tn, b)

)

= d, (158)

where, by analogy with (152), the functions ∆
(k)
m : Gk−1 × Gk × (a, b)2 → R

n, k =
1, . . . ,n + 1, are defined as

∆
(k)
m (ξ, η, s0, s1) := η − ξ −

∫ tk

tk−1

f̃
(

s,u(k)
m (s, ξ, η, s0, s1)

)

ds (159)

for ξ ∈ Gk−1, η ∈ Gk, and {s0, s1} ⊂ (a, b). In contrast to (153), (154), for any fixed m,
the mth approximate system (157), (158) contains only terms involving the functions
u(k)

m
(

·, z(k−1), z(k), tk−1, tk
)

, k = 1, 2, . . . ,n + 1, which are computable explicitly.

In order to verify condition (149) on ϱ(0), . . . , ϱ(n+1), it is needed to compute max-
imal and minimal values of the function f̃ over ϱ(k)-neighbourhoods of sets Gk−1,k, k =
1, 2, . . . ,n + 1, constructed according to (148). A relevant software can be used for
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this purpose (e.g., MAPLE, which has been applied in [35]). It is convenient to specify
suitable sets

G(k) ⊃ Gk−1,k, k = 1, 2, . . . ,n + 1, (160)

of simpler structure (e. g., parallelepipeds: if G(k) is a parallelepiped, then, by (6), the
set Oϱ(k)(G(k)) is a parallelepiped as well) and use the inequality δ[α,β],G̃(̃f) ≥ δ[α,β],G(̃f)

for any G̃ ⊃ G. Then the fulfilment of (149) is guaranteed if

ϱ(k) ≥ tk − tk−1

4
δ[tk−1,tk],O

ϱ
(k) (G(k))(̃f) (161)

for k = 1, 2, . . . ,n + 1. The same observation concerns the Lipschitz condition (150),
which may be easier to check on the set Oϱ(k)(G(k)) instead of Oϱ(k)(Gk−1,k), k = 1, 2, . . . ,
n + 1 (here, one can use software as well).

A natural question arises on the verification of the fulfilment of (149), (151), (161)
due to the fact that the values t1, . . . , tn involved there are unknown.

Although, in (161) and (164), one can always majorise the lengths of the subinter-
vals by b − a, this will lead to more restrictive conditions (and, possibly, to the need of
introducing additional nodes in order to guarantee the convergence—the complication
which could otherwise have been avoided). Another, better opportunity is to use pre-
liminary results of computation. Thus, we start computations directly before checking
conditions (149), (151). By doing so, we obtain a preliminary information on the space
localisation of solutions and, as a consequence, a hint how to choose the regions where
the conditions should be verified (see also the discussion in § 3). This concerns both the
choice of the sets Gk, k = 0, 1, . . . ,n + 1, with respect to the space variables and the
intervals containing zeroes of solutions.

Suppose that, at some step of iteration (typically, already in the zeroth approxima-
tion), after solving approximate determining equations, we get certain approximations
t̂1, t̂2, . . . , t̂n of t1, t2, . . . , tn. If the computation shows signs of convergence, then these
values are natural to be used to set restrictions of the form

T−
k ≤ tk ≤ T+

k , k = 1, 2 . . . ,n, (162)

by choosing appropriately the bounds T−
k , T+

k , k = 1, 2, . . . ,n. One can put in (162),
e. g.,

T−
k := max

{

a, t̂k −
b − a
n + 1

}

, T+
k := min

{

t̂k +
b − a
n + 1

, b
}

for k = 1, 2, . . . ,n (however, finer estimates may be available in concrete cases). Know-
ing estimates of form (162), instead of (161), we can verify the conditions

ϱ(k) ≥
T+

k − T−
k−1

4
δ[T−

k−1,T
+
k ],O

ϱ
(k) (G(k))(̃f), (163)

where T−
0 = T+

0 = a, T−
n+1 = T+

n+1 = b and G(k), k = 1, . . . ,n + 1, are suitably chosen
parallelepipeds satisfying (160). In contrast to (161), the unknown time instants are no
more involved in condition (163). Similarly, instead of (151), we will check the condition

r(Kk) <
10

3(T+
k − T−

k−1)
, (164)

where Kk is the Lipschitz matrix for the restriction of f̃ to [tk−1, tk]× Oϱ(k)(G(k)), k =
1, 2, . . . ,n + 1. Condition (164) is, of course, preferable to

max
1≤k≤n+1

r(Kk) <
10

3(b − a)
, (165)
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and in the cases where (165) does not hold but (164) does, we can avoid unnecessary
interval divisions which might otherwise be needed to construct a convergent scheme.

By proceeding in this manner we, strictly speaking, assume an additional condition
(162) on the mutual disposition of the unknown nodes t1, t2, . . . , tn, which means that
we consider the problem on [(σ10, σ11; t1), (σ20, σ21; t2), . . . , (σn0, σn1; tn)] solutions of
(137), (138), (162). On the other hand, from the practical point of view, this is, in fact,
no real restriction because, with a reasonable choice of bounds coming from numerical
experiments, (162) simply means that we are not looking for the unknown values outside
the intervals where their approximate values are already known to be contained. In other
words, when applying this method to (137), (138) in concrete cases, we actually deal
with (137), (138), (162), where (162) is added after some computation has been carried
out.

An illustrative example showing the application of this technique can be found in [35]
(see pp. 182–190 of this text). The computations have been carried out using MAPLE 14.
We choose sets (160) and bounds (162) in condition (163) using the piecewise linear
zeroth approximation (p. 186).
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Abstract

For a constructive analysis of the periodic boundary value problem for systems of
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Introduction

In this paper, we shall develop a numerical-analytic approach to the analysis of periodic

solutions of systems of non-autonomous ordinary differential equations using the idea

introduced in []. The method is numerical-analytic in the sense that its realisation con-

sists of two stages concerning, respectively, an explicit construction of certain equations

and their numerical analysis and is close in the spirit to the Lyapunov-Schmidt reductions

[, ]. However, neither a small parameter nor an implicit function argument is used.

We focus on numerical-analytic schemes based upon successive approximations. In the

context of the theory of non-linear oscillations, such types of methods were apparently

first developed in [–]. We refer the reader to [–] for the related bibliography.

For a boundary value problem, the numerical-analytic approach usually replaces the

problem by a family of initial value problems for a suitably perturbed system containing a

vector parameter whichmost often has themeaning of the initial value of the solution. The

solution of the Cauchy problem for the perturbed system is sought for in an analytic form

by successive approximations, whereas the numerical value of the parameter is determined

later from the so-called determining equations.

In order to guarantee the convergence, a kind of the Lipschitz condition is usually as-

sumed [–] and a smallness restriction of the type

r(K) ≤ qT (.)

© 2013 Rontó et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly cited.
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is imposed, where K is the Lipschitz matrix and qT depends on the period T . The im-

provement of condition (.) consists in maximising the value of the constant qT .

In this paper, which is a continuation of [], we provide a constructive approach to the

study of solvability of the periodic problem (.), (.), where the analysis of convergence

uses the interval halving technique. We shall see that, under fairly general assumptions,

this idea allows one to replace (.) by the weaker condition

r(K) ≤ qT (.)

and, thus, significantly improve the convergence conditions established, in particular, in

[–, ]. The restriction imposed on the width of the domain is likewise improved. Fi-

nally, an existence theorem based upon the properties of approximate solutions is proved.

The proofs use a number of technical facts from [], which are stated in the course of

exposition when appropriate.

1 Problem setting and basic assumptions

The method that we are interested in deals with T-periodic solutions of a system of non-

linear ordinary differential equations

u′(t) = f
(

t,u(t)
)

, t ∈ (–∞,∞), (.)

where f :Rn+ →R
n is a continuous function such that

f (t, z) = f (t + T , z) (.)

for all z ∈R
n and t ∈ (–∞,∞). Here, T is a given positive number.We restrict ourselves to

considering continuously differentiable solutions of system (.) and, furthermore, instead

of T-periodic solutions of (.), we shall always deal with the solutions u : [,T] → R
n of

the corresponding periodic boundary value problem on the bounded interval [,T],

u′(t) = f
(

t,u(t)
)

, t ∈ [,T], (.)

u() = u(T). (.)

The passage to problem (.), (.) is justified by assumption (.).

Our main assumption is that f : [,T] × R
n → R

n is Lipschitzian with respect to the

space variable in a certain bounded set D, which is the closure of a bounded and con-

nected domain inRn. For the sake of simplicity, we assume that there exists a non-negative

constant square matrix K of dimension n such that

∣

∣f (t,x) – f (t,x)
∣

∣ ≤ K |x – x| (.)

for all {x,x} ⊂D and t ∈ [,T].

Here and below, the obvious notation |x| = col(|x|, |x|, . . . , |xn|) is used, and the inequal-

ities between vectors are understood componentwise. The same convention is adopted

implicitly for the operations ‘max’ and ‘min’ so that, e.g., max{h(z) : z ∈ Q} for any h =
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(hi)
n
i= :Q → R

n, where Q ⊂ R
m, m ≤ n, is defined as the column vector with the compo-

nents max{hi(z) : z ∈Q}, i = , , . . . ,n.

2 Notation and symbols

We fix an n ∈N and a bounded setD ⊂R
n. The following symbols are used in the sequel:

. n is the unit matrix of dimension n.

. r(K) is the maximal, in modulus, eigenvalue of a matrix K .

. Given a closed interval J ⊆R, we define the vector δJ ,D(f ) by setting

δJ ,D(f ) := max
(t,z)∈J×D

f (t, z) – min
(t,z)∈J×D

f (t, z). (.)

. ek , k = , , . . . ,n: see (.).

. ∂� is the boundary of a domain �.

. ⊲S : see Definition ..

The notion of a set D(r) associated with D, which could have been called an inner r-

neighbourhood of D, will often be used in what follows.

Definition . For any non-negative vector r ∈R
n, we put

D(r) :=
{

z ∈D : B(z, r) ⊂D
}

, (.)

where

B(z, r) :=
{

ξ ∈R
n : |ξ – z| ≤ r

}

. (.)

One of the assumptions to be used belowmeans that the inner r-neighbourhood of D is

non-empty for r sufficiently large.

Finally, let the positive number ̺∗ be determined by the equality

̺–
∗ = inf

{

q >  : q– =

∫ 




exp
(

τ (τ – )q
)

dτ

}

. (.)

We refer, e.g., to [, ] for the discussion of other ways of introducing the constant ̺∗

and for its meaning. What is important for us here is that ̺∗ is the constant appearing in

Lemma .. One can show by computation that

̺∗ ≈ .. (.)

3 p-periodic successive approximations

The method suggested by Samoilenko in [, ], originally called numerical-analytic

method for the investigation of periodic solutions, was also referred to later as the method

of periodic successive approximations [–]. Its scheme, which is described in a suitable

for us form by Propositions . and . below, is quite simple and deals with the investi-

gation of the parametrised equation

u(t) = z +

∫ t



f
(

s,u(s)
)

ds –
t

T

∫ T



f
(

s,u(s)
)

ds, t ∈ [,T], (.)
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where z ∈D is a parameter to be chosen later. For convenience of reference, we formulate

the statements for the p-periodic problem

u′(t) = g
(

t,u(t)
)

, t ∈ [t, t + p], (.)

u(t) = u(t + p), (.)

where g : [t, t + p]×R
n →R

n and t ∈ (–∞,∞) is arbitrary but fixed.

Following [], we now describe the original, unmodified, periodic successive approxi-

mations scheme for the p-periodic problem (.), (.) which we are going to modify and

which is constructed as follows. With problem (.), (.), one associates the sequence of

functions um(·, z),m ≥ , defined according to the rule

u(t, z) := z,

um(t, z) := z +

∫ t

t

g
(

s,um–(s, z)
)

ds –
t – t

p

∫ t+p

t

g
(

s,um–(s, z)
)

ds
(.)

for t ∈ [t, t + p] and m = , , . . . , where the vector z = col(z, z, . . . , zn) is regarded as a

parameter, the value of which is to be determined later.

Proposition . ([, Theorem.]) Let the function f satisfy the Lipschitz condition (.)

with a matrix K for which the inequality

r(K) <


p̺∗

(.)

holds and,moreover,

D

(

p


δ[t ,t+p],D(g)

)

�=∅. (.)

Then, for any fixed z ∈D( p

δ[t ,t+p],D(g)), the following assertions are true:

. Sequence (.) converges to a limit function

u∞(t, z) = lim
m→∞

um(t, z) (.)

uniformly in t ∈ [t, t + p].

. The limit function (.) satisfies the p-periodic boundary conditions

u∞(t, z) = u∞(t + p, z).

. The function u∞(·, z) is the unique solution of the Cauchy problem

u′(t) = g
(

t,u(t)
)

– p–�(z), t ∈ [t, t + p], (.)

u(t) = z, (.)

where

�(z) :=

∫ t+p

t

g
(

τ ,u∞(τ , z)
)

dτ . (.)
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. Given an arbitrarily small positive ε, one can choose a number mε ≥  such that the

estimate

∣

∣um(t, z) – u∞(t, z)
∣

∣ ≤



αmε (t)K

mε–(̺εpK)m–mε+(n – ̺εpK)–δ[t ,t+p],D(g)

holds for all t ∈ [t, t + p] andm ≥ mε , where

̺ε := ̺∗ + ε. (.)

Recall that, according to (.), condition (.) means the non-emptiness of the inner
p

δ[t ,t+p],D(g)-neighbourhood of the set D, where δ[t ,t+p],D(g) is the vector given by for-

mula (.). This agrees with the natural supposition that, for an approximation technique

to be applicable, the domain where the Lipschitz condition is assumed should be wide

enough.

The proof of Proposition . is based on Lemma . formulated below, which provides

an estimate for the sequence of functions αm,m ≥ , given by the formula

αm(t) :=

(

 –
t – t

p

)∫ t

t

αm–(s)ds +
t – t

p

∫ t+p

t

αm–(s)ds, (.)

where m ≥  and α(t) := , t ∈ [t, t + p]. We provide the formulation here for a clearer

understanding of the constants appearing in the estimates.

Lemma . ([, Lemma ]) For any ε ∈ (, +∞), one can specify an integer mε ≥  such

that

αm+(t)≤ p(̺∗ + ε)αm(t) (.)

for all t ∈ [t, t + p] and m ≥ mε .

It should be noted that estimate (.) is optimal in the sense that ε can never be put

equal to zero.

Remark . It follows from [, Lemma ] that if ε ≥ ε, where

ε :=



– ̺* ≈ ., (.)

thenmε =  in Lemma . (here, of course, we think ofmε as of the least integer possessing

the property indicated).

The assertion of Proposition . suggests a natural way to establish a relation between

the p-periodic solutions of the given equation (.) and those of the perturbed equation

(.) (or, equivalently, solutions of the initial value problem (.), (.)). Indeed, it turns

out that, by choosing the value of z appropriately, one can use function (.) to construct

a solution of the original periodic boundary value problem (.), (.).

Proposition . ([, ]) Let the assumptions of Proposition . hold. Then:

http://www.boundaryvalueproblems.com/content/2013/1/57
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. Given a z ∈ D( p

δ[t ,t+p],D(g)), the function u∞(·, z) is a solution of the p-periodic

boundary value problem (.), (.) if and only if z is a root of the equation

�(z) = . (.)

. For any solution u(·) of problem (.), (.) with u(t) ∈D( p

δ[t ,t+p],D(g)), there exists

a z such that u(·) = u∞(·, z).

The important assertion ()means that equation (.), usually referred to as adetermin-

ing equation, allows one to track all the solutions of the periodic boundary value problem

(.), (.). In such a manner, the original infinite-dimensional problem is reduced to a

system of n numerical equations.

The method thus consists of two parts, namely, the analytic part, when the integral

equation (.) is dealt with by using themethod of successive approximations (.), and the

numerical one, which consists in finding a value of the unknown parameter from equation

(.). This closely correlates with the idea of the Lyapunov-Schmidt reduction [, ].

Themain obstacle for an efficient application of Proposition . is due to the fact that the

functionu∞(·, z), z ∈D( p

δ[t ,t+p],D(g)) and, therefore, themapping� :D( p


δ[t ,t+p],D(g)) →

R
n are explicitly unknown. Nevertheless, it is possible to prove the existence of a solution

on the basis of the properties of a certain iteration um(·, z) which is constructed explicitly

for a certain fixedm. For this purpose, one studies the approximate determining system

�m(z) = , (.)

where �m :D( p

δ[t ,t+p],D(g)) →R

n is defined by the formula

�m(z) :=

∫ t+p

t

g
(

s,um(s, z)
)

ds

for z ∈ D( p

δ[t ,t+p],D(g)). This topic is discussed in detail, in particular, in [], whereas a

theorem of the kind specified, which corresponds to the scheme developed here, is proved

in Section . Our main goal is to obtain a solvability theorem under assumptions weaker

than those that would be needed when applying Proposition ..

Indeed, in view of (.), assumption (.), which is essential for the proof of the uniform

convergence of sequence (.), can be rewritten in the form

r(K) < p–. . . . . (.)

Inequality (.) can be treated either as a kind of upper bound for the Lipschitz matrix or

as a smallness assumption on the period p, the latter interpretation presenting the scheme

as particularly appropriate for the study of high-frequency oscillations.

Without assumption (.), Lemma . does not guarantee the convergence of sequence

(.) when applied directly along the lines of the proof of Proposition .. Nevertheless,

it turns out that this limitation can be overcome and, by using a suitable parametrisation

and modifying the scheme appropriately, one can always weaken the smallness condition

(.) so that the constant on its right-hand side is doubled:

r(K) <


p̺∗

. (.)
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Note also that, although we have in mind to weaken mainly the smallness condition

(.) guaranteeing the convergence of iterations, it turns out that the techniques sug-

gested here for this purpose allow us to obtain a considerable improvement of condition

(.) as well (Corollary .).

Moreover, we shall see that, under the weaker condition (.), themodified scheme can

be used to prove the existence of a periodic solution on the basis of results of computation

(Theorem .).

4 Interval halving, parametrisation and gluing

We should like to show that the approach described by Proposition . can also be used

in the cases where the smallness condition (.), which guarantees the convergence, is

violated. For this purpose, a natural trick based on the interval halving can be used, where

the unmodified scheme, in a sense, should work twice. However, some care should be

taken on the boundary conditions.

Indeed, from the first glance, one is tempted to implement halving in the sense that

the original scheme should be applied for each of the resulting half-intervals, and thus

sequence (.) would be constructed twice for problem (.), (.) with t = , p = 

T , g =

f |[, T]×Rn and t =


T , p = 


T , g = f |[ T ,T]×Rn , respectively. This is impossible, however,

because the boundary conditions on the half-intervals, with trivial exceptions, are never


T-periodic.

The correct halving scheme is obtained when, along with the periodic boundary value

problem (.), (.), we consider two auxiliary problems

x′(t) = f
(

t,x(t)
)

, t ∈

[

,



T

]

, (.)

x

(

T



)

– x() = λ (.)

and

y′(t) = f
(

t, y(t)
)

, t ∈

[




T ,T

]

, (.)

y(T) – y

(

T



)

= –λ, (.)

where λ = col(λ, . . . ,λn) is a free parameter, the value of which is to be determined suit-

ably from the argument related to gluing. The mutual disposition of the graphs of x and y

satisfying, respectively, problems (.), (.) and (.), (.) is as shown on Figure .

Our further reasoning related to problem (.), (.) uses the following simple observa-

tion. Let us put

χT (t) :=

⎧

⎨

⎩

 for  ≤ t < 

T ,

 for 

T ≤ t ≤ T .

(.)
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Figure 1 Solutions of auxiliary problems on half-intervals. Possible solutions of the auxiliary two-point

problems (4.1), (4.2) and (4.3), (4.4) for arbitrary λ. The gluing means that, in case of solvability, λ is chosen so

that (4.9) holds.

Proposition . ([]) Let x : [, 

T] → R

n and y : [ 

T ,T] → R

n be solutions of problems

(.), (.) and (.), (.), respectively, with a certain value of λ ∈ R
n. Then the function

u(t) := χT (t)x(t) +
(

 – χT (t)
)

(

y(t) – y

(

T



)

+ x

(

T



))

, t ∈ [,T], (.)

is a solution of the periodic problem boundary value problem (.) for the equation

u′(t) = f

(

t,u(t) +
(

 – χT (t)
)

(

y

(

T



)

– x

(

T



)))

, t ∈ [,T]. (.)

Conversely, if a certain function u : [,T] → R
n is a solution of problem (.), (.), then

its restrictions x := u|[, T]
and y := u|[ T ,T]

to the corresponding intervals satisfy, respec-

tively, problems (.), (.) and (.), (.).

Remark . A solution of the functional differential equation (.) is understood in the

Carathéodory sense, and a jump of u′ at 

T is allowed. Note that function (.) is always

continuous at 

T .

The idea of Proposition . is, in fact, to rewrite the periodic boundary condition (.)

in the form

u() – u

(

T



)

+ u

(

T



)

– u(T) = , (.)

which naturally leads us to the introduction of the parameter λ.

http://www.boundaryvalueproblems.com/content/2013/1/57
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Proposition . allows one to treat the T-periodic problem (.), (.) as a kind of join

of two independent two-point problems (.), (.) and (.), (.). Solving them inde-

pendently and considering λ as an unknown parameter, one can then try to ‘glue’ their

solutions together by choosing the value of λ so that (.) holds. The possibility of this

gluing is equivalent to the solvability of the original problem. A rigorous formulation is

contained in the following

Proposition . ([]) Assume that x : [, 

T] →R

n and y : [ 

T ,T] → R

n are solutions of

problems (.), (.) and (.), (.), respectively, for a certain value of λ ∈ R
n. Then the

function u : [,T] → R
n given by formula (.) is a solution of problem (.), (.) if and

only if the equality

x

(

T



)

= y

(

T



)

(.)

holds.

Conversely, if a certain u : [,T]→R
n is a solution of problem (.), (.), then the func-

tions x := u|[, T]
and y := u|[ T ,T]

satisfy, respectively, problems (.), (.) and (.), (.).

Introduce the functions ᾱm : [, 

T] → [, +∞) and ¯̄αm : [ 


T ,T] → [, +∞), m ≥ , by

putting ᾱ ≡ , ¯̄α ≡ ,

ᾱm+(t) :=

(

 –
t

T

)∫ t



ᾱm(s)ds +
t

T

∫ 
T

t

ᾱm(s)ds (.)

for t ∈ [, 

T], and

¯̄αm+(t) := 

(

 –
t

T

)∫ t


T

¯̄αm(s)ds +

(

t

T
– 

)∫ T

t

¯̄αm(s)ds (.)

for t ∈ [ 

T ,T]. In particular, we have

ᾱ(t) = t

(

 –
t

T

)

, t ∈

[

,



T

]

, (.)

and

¯̄α(t) = 

(

 –
t

T

)

(t – T), t ∈

[




T ,T

]

. (.)

Functions (.) and (.), which are, in fact, appropriately scaled versions of (.), are

involved in the estimates given in the sequel.

5 Iterations on half-intervals

As Proposition . suggests, our approach to the T-periodic problem (.), (.) requires

that we first study the auxiliary problems (.), (.) and (.), (.) separately, for which

purpose appropriate iteration processes will be introduced. Let us start by considering

problem (.), (.). Following [], we set

X(t, ξ ,λ) := ξ +
t

T
λ, t ∈

[

,



T

]

, (.)

http://www.boundaryvalueproblems.com/content/2013/1/57
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and define the recurrence sequence of functions Xm : [, 

T]×R

n →R
n,m = , , . . . , by

putting

Xm(t, ξ ,λ) :=

∫ t



f
(

s,Xm–(s, ξ ,λ)
)

ds –
t

T

∫ T




f
(

s,Xm–(s, ξ ,λ)
)

ds + ξ +
t

T
λ,

t ∈

[

,



T

]

, (.)

for all m = , , . . . , ξ ∈ R
n and λ ∈ R

n. In a similar manner, for the parametrised problem

(.), (.) on the interval [ 

T ,T], we introduce the sequence of functions Ym : [ 


T ,T]×

R
n →R

n,m ≥ , according to the formulae

Y(t,η,λ) := η +

(

 –
t

T

)

λ, (.)

Ym(t,η,λ) :=

∫ t

T


f
(

s,Ym–(s,η,λ)
)

ds –

(

t

T
– 

)∫ T

T


f
(

s,Ym–(s,η,λ)
)

ds

+ η +

(

 –
t

T

)

λ, t ∈

[




T ,T

]

, (.)

for all η and λ from R
n.

The recurrence sequences determined by equalities (.), (.) and (.), (.) arise in a

natural way when boundary value problems of type (.), (.) and (.), (.) are consid-

ered. It is not difficult to verify that formulae (.), (.) and (.), (.) are particular cases

of those corresponding the iteration scheme for two-point boundary value problems (see,

e.g., []).One can also derive these formulae directly fromProposition . by carrying out,

respectively, the substitutions x(t) = u(t)–tT–λ, t ∈ [, 

T], and y(t) = u(t)+(tT––)λ,

t ∈ [ 

T ,T], after which one arrives at parametrised 


T-periodic boundary value problems

on the corresponding half-intervals.

It is important to note that all the members of the sequences Xm(·, ξ ,λ), m ≥ , and

Ym(·, ξ ,λ),m ≥ , satisfy, respectively, conditions (.) and (.).

Lemma . For any {ξ ,η,λ} ⊂ R
n and m ≥ , the functions Xm(·, ξ ,λ) and Ym(·,η,λ) sat-

isfy the boundary conditions

Xm

(

T


, ξ ,λ

)

–Xm(, ξ ,λ) = λ, (.)

Ym(T ,η,λ) – Ym

(

T


,η,λ

)

= –λ. (.)

Now recall that the vector λ, which is involved in all the above-stated relations, is the

‘gluing’ parameter determining the pair of auxiliary boundary value problems (.), (.)

and (.), (.), for which a continuous join described by Proposition . is possible. In

this relation, the following property is important.

Lemma . Let m ≥  be arbitrary. Then the equality

Xm

(

T


, ξ ,λ

)

= Ym

(

T


,η,λ

)

(.)
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holds if and only if

λ = η – ξ . (.)

Proof Indeed, it follows directly from (.) and (.) that X(


T , ξ ,λ) = ξ + λ and

Y(


T ,η,λ) = η, whence the assertion is obvious for m = . Similarly, if m ≥ , then, ac-

cording to (.) and (.), we have Xm(


T , ξ ,λ) = ξ + λ and Ym(



T ,η,λ) = η and, conse-

quently, relation (.) is equivalent to (.) for anym. �

6 Successive approximations and their convergence

Let us now pass to the construction of the iteration scheme for the original T-periodic

problem (.), (.). The sequencesXm : [, 

T]×R

n →R
n and Ym : [ 


T ,T]×R

n →R
n,

m ≥ , from the preceding section will be used for this purpose. We shall see that, for this

purpose, the graphs of the respective members of the last named sequences should be

glued together in the sense of Lemma .. Namely, we put

xm(t, ξ ,η) := Xm(t, ξ ,η – ξ ), (.)

ym(t, ξ ,η) := Ym(t,η,η – ξ ) (.)

for any m = , , . . . . Functions (.) and (.) will be considered only for those values of

ξ and η that are located, in a sense, sufficiently far from the boundary of the domain D.

More precisely, we consider (ξ ,η) from the set GD(r), which, for any non-negative vector

r, is defined by the equality

GD(r) :=
{

(ξ ,η) ∈ D : B
(

( – θ )ξ + θη, r
)

⊂D for all θ ∈ [, ]
}

. (.)

Recall that we use notation (.). In other words, a couple of vectors (ξ ,η) belongs to

GD(r) if and only if every convex combination of ξ and η lies in D together with its r-

neighbourhood. The inclusion (ξ ,η) ∈ GD(r) implies, in particular, that B(ξ , r) ⊂ D and

B(η, r) ⊂ D, i.e., the vectors ξ and η both belong to the set D(r) defined by formula (.).

It is also obvious from (.) that GD(r) ⊂D for any r.

The following statement shows that sequence (.) is uniformly convergent and its limit

is a solution of a certain perturbed problem for all (ξ ,η) which are admissible in the sense

that (ξ ,η) ∈GD(r) with r sufficiently large.

Theorem . Let the vector-function f : [,T] × D → R
n satisfy the Lipschitz condition

(.) on the set D with a matrix K such that

r(K) <


T̺∗

. (.)

Moreover, assume that

GD

(

T


δ[, T],D

(f )

)

�=∅. (.)

Then, for an arbitrary pair of vectors (ξ ,η) ∈GD(
T

δ[, T],D

(f )):

http://www.boundaryvalueproblems.com/content/2013/1/57
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. The uniform, in t ∈ [, 

T], limit

lim
m→∞

xm(t, ξ ,η) =: x∞(t, ξ ,η) (.)

exists and,moreover,

x∞

(

T


, ξ ,η

)

– x∞(, ξ ,η) = η – ξ . (.)

. The function x∞(·, ξ ,η) is the unique solution of the Cauchy problem

x′(t) = f
(

t,x(t)
)

+ T–�(ξ ,η), (.)

x() = ξ , (.)

where

�(ξ ,η) := η – ξ –

∫ T




f
(

τ ,x∞(τ , ξ ,η)
)

dτ . (.)

. Given an arbitrarily small positive ε, one can specify a number mε ≥  such that

∣

∣xm(·, ξ ,η) – x∞(·, ξ ,η)
∣

∣

≤



ᾱmε (t)K

mε–

(




T̺εK

)m–mε+(

n –



T̺εK

)–

δ[, T],D
(f ) (.)

for all t ∈ [, 

T] andm ≥ mε , where ̺ε is given by (.).

Recall that the constant ̺∗ involved in condition (.) is given by equality (.), while

the vector δ[, T],D
(f ) arising in (.) is defined according to (.).

Remark . The error estimate (.) may look inconvenient because it is guaranteed

starting from a sufficiently large iteration number,mε , depending on the value of ε which

can be arbitrarily small. It is, however, quite transparent when the required constant is not

‘too close’ to ̺* (i.e., if ε is not ‘too small’). More precisely, in view of Remark ., mε = 

for ε ≥ ε, where

ε ≈ .

is given by formula (.). Consequently, inequality (.) with ε ≥ ε holds for an arbitrary

value ofm ≥ .

By analogy with Theorem ., under similar conditions, we can establish the uniform

convergence of sequence (.). Namely, the following statement holds.

Theorem. Assume that the vector-function f satisfies conditions (.), (.) and,more-

over,

GD

(

T


δ[ T ,T],D

(f )

)

�=∅. (.)

http://www.boundaryvalueproblems.com/content/2013/1/57
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Then, for all fixed (ξ ,η) ∈GD(
T

δ[ T ,T],D

(f )):

. The uniform, in t ∈ [ 

T ,T], limit

lim
m→∞

ym(t, ξ ,η) =: y∞(t, ξ ,η) (.)

exists and,moreover,

y∞(T , ξ ,η) – y∞

(

T


, ξ ,η

)

= ξ – η. (.)

. The function y∞(·, ξ ,η) is the unique solution of the Cauchy problem

y′(t) = f
(

t, y(t)
)

+ T–H(ξ ,η), (.)

y

(

T



)

= η, (.)

where

H(ξ ,η) := ξ – η –

∫ T

T


f
(

τ , y∞(τ , ξ ,η)
)

dτ . (.)

. For an arbitrarily small positive ε, one can find a number mε ≥  such that

∣

∣ym(·, ξ ,η) – y∞(t, ξ ,η)
∣

∣

≤



¯̄αmε (t)K

mε–

(




T̺εK

)m–mε+(

n –



T̺εK

)–

δ[ T ,T],D
(f ) (.)

for all t ∈ [ 

T ,T] andm ≥ mε , where ̺ε is given by (.).

Remark . Similarly to Remark ., one can conclude that the validity of estimate (.)

is ensured for all m ≥  provided that ε ≥ ε with ε given by formula (.).

Theorems . and . are improved versions of Theorems  and  from [], and their

proofs follow the lines of those given therein. The main difference here is the use of

Lemma . in order to guarantee that the values of the iterations do not escape from D.

The rest of the argument is pretty similar to that of [], and we omit it.

Note that the assumptions of Theorems . and . differ from each other in conditions

(.) and (.) only. Therefore, by putting

rD(f ) :=
T


max

{

δ[, T],D
(f ), δ[ T ,T],D

(f )
}

, (.)

we arrive immediately at the following statement summarising the last two theorems.

Theorem . Assume that the function f satisfies the Lipschitz condition (.) in D with

K satisfying relation (.) and,moreover, D is such that

GD

(

rD(f )
)

�=∅. (.)

Then, for any (ξ ,η) ∈GD(rD(f )), the assertions of Theorems . and . hold.

http://www.boundaryvalueproblems.com/content/2013/1/57
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Figure 2 The set D(rD(f )). A schematic picture of the set D(rD(f )) appearing in condition (6.22) with rD(f )

given by equality (6.19).

Recall thatD is themain domainwhere the Lipschitz condition (.) is assumed, whereas

GD(rD(f )) is the subset of D
 defined according to (.). The latter set is, in a sense, a two-

dimensional analogue of D(rD(f )) and, as has already been noted above, the inclusion

GD

(

rD(f )
)

⊂D
(

rD(f )
)

×D
(

rD(f )
)

(.)

is true. By virtue of (.), assumption (.) implies in particular that

D
(

rD(f )
)

�=∅, (.)

which is a condition of type (.) appearing in Proposition . (see Figure ). It turns out

that, in the case of a convex domain, condition (.) can always be replaced by (.).

Indeed, the following statement holds.

Lemma . If the domain D is convex, then the corresponding set GD(rD(f )) has the form

GD

(

rD(f )
)

=D
(

rD(f )
)

×D
(

rD(f )
)

.

Proof In view of (.), it is sufficient to show that

GD

(

rD(f )
)

⊃D
(

rD(f )
)

×D
(

rD(f )
)

. (.)

Indeed, let us put r := rD(f ) (the assertion is, of course, true for any non-negative vec-

tor r, but the present formulation is sufficient for our purposes) and assume that, on the

contrary, inclusion (.) does not hold. Then one can specify some ξ and η such that

{ξ ,η} ⊂D(r), (.)

(ξ ,η) �∈GD(r). (.)

http://www.boundaryvalueproblems.com/content/2013/1/57
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According to definition (.), relation (.) means the existence of certain θ ∈ [, ] and

z ∈R
n such that

z ∈ B
(

( – θ)ξ + θη, r
)

\D. (.)

Let us put h := z – ( – θ)ξ – θη. Then, in view of (.), we have

|h| ≤ r. (.)

Furthermore, it is obvious that

( – θ)(ξ + h) + θ(η + h) = z (.)

and, consequently, z is a convex combination of ξ + h and η + h. By virtue of (.), (.)

and (.), both vectors ξ +h and η+h belong toD and, therefore, so does z because (.)

holds and the set D is convex. However, this contradicts relation (.). Thus, inclusion

(.) holds, and our lemma is proved. �

By virtue of Lemma ., the assertion of Theorem . for f Lipschitzian in a convex

domain can be reformulated as follows.

Corollary . Let f satisfy conditions (.) and (.). If,moreover, the domain D is convex

and (.) holds, then, for any ξ and η from D(rD(f )), all the assertions of Theorems .

and . hold.

The convexity assumption on D is rather natural and, in fact, the domain where the

Lipschitz condition for the non-linearity is verified most frequently has the form of a ball

(in our case, where the inequalities between vectors are understood componentwise, it is

an n-dimensional rectangular parallelepiped).

We note that the smallness assumption (.), which guarantees the convergence of iter-

ations in Corollary ., is twice as weak as the corresponding condition (.) of Proposi-

tion .:

r(K) <


T̺∗

. (.)

Furthermore, it is rather interesting to observe that the condition on inner neighbour-

hoods also becomes less restrictive after the interval halving has been carried out. Indeed,

it is clear from (.) and (.) that, for condition (.) of Corollary . to be satisfied, it

would be sufficient if

D

(

T


δ[,T],D(f )

)

�=∅, (.)

whereas, at the same time, assumption (.) of Proposition . would require the relation

D

(

T


δ[,T],D(f )

)

�=∅. (.)
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The radius of the inner neighbourhood in (.) is less by half. Comparing (.) and (.)

with the corresponding conditions (.) and (.) arising in Proposition ., we conclude

that the idea of interval halving described above thus allows us to improve the original

scheme of periodic successive approximations in both directions.

Theorem . suggests that the iteration sequences (.) and (.) can be used to con-

struct the solutions of auxiliary problems (.), (.) and (.), (.) and ultimately of the

original problem (.), (.). A further analysis, which will lead us to an existence theorem,

involves determining equations. Before continuing, we give some auxiliary statements.

7 Auxiliary statements

Several technical lemmata given below are needed in the proof of Theorems . and ..

We implicitly assume in the formulations that condition (.) is satisfied.

Given arbitrary i ∈ {, } and v ∈ C([ 

iT , 


(i + )T],Rn), put

(Piv)(t) :=

∫ t

i
T

v(s)ds –

(

t

T
– i

)∫ i+
 T

i
T

v(s)ds (.)

for all t ∈ [ 

iT , 


(i + )T]. The linear mapping Pi, which obviously transforms the space

C([ 

iT , 


(i + )T],Rn) to itself, is in fact a scaled version of the corresponding projection

operator used rather frequently in studies of the periodic boundary problem (see, e.g.,

[]). In our case, properties of this mapping are used when estimating the values of the

Nemytskii operator generated by the function f involved in equation (.).

Lemma . Let x : [, 

T] → R

n and y : [ 

T ,T] → R

n be arbitrary functions such that

{x(t) : t ∈ [, 

T]} ⊂ D and {y(t) : t ∈ [ 


T ,T]} ⊂ D. Then:

. For t ∈ [, 

T],

∣

∣Pf
(

·,x(·)
)
∣

∣(t) ≤



ᾱ(t)δ[, T],D

(f )

≤
T


δ[, T],D

(f ). (.)

. For t ∈ [ 

T ,T],

∣

∣Pf
(

·, y(·)
)∣

∣(t)≤



¯̄α(t)δ[ T ,T],D

(f )

≤
T


δ[ T ,T],D

(f ). (.)

Recall that ᾱ and ¯̄α are functions (.), (.), and the vectors δ[, T],D
(f ), δ[ T ,T],D

(f )

are defined according to (.). The proof of Lemma . is almost a literal repetition of that

of [, Lemma ] and uses the estimate obtained in [, Lemma ].

Lemma . For arbitrary m ≥  and (ξ ,η) ∈GD(rD(f )), the inclusions

{

xm(t, ξ ,η) : t ∈

[

,



T

]}

⊂D (.)
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and

{

ym(t, ξ ,η) : t ∈

[




T ,T

]}

⊂D (.)

hold.

Proof Let us fix an arbitrary pair of vectors

(ξ ,η) ∈GD

(

rD(f )
)

(.)

and prove, e.g., relation (.). We shall argue by induction. Indeed, in view of (.),

X(t, ξ ,η – ξ ) = ξ +
t

T
(η – ξ ) =

(

 –
t

T

)

ξ +
t

T
η (.)

for t ∈ [, 

T]. This means that, at every point t from [, 


T], the value of x(t, ξ ,η) is a

convex combination of ξ and η. Recalling definition (.) of the set GD(rD(f )) and using

assumption (.), we conclude that all the values of the function X(·, ξ ,η– ξ ) lie in D, i.e.,

(.) holds withm = .

Assume now that

{

Xm(t, ξ ,η – ξ ) : t ∈

[

,



T

]}

⊂D (.)

for a certain value ofm and show that the inclusion

{

Xm+(t, ξ ,η – ξ ) : t ∈

[

,



T

]}

⊂D (.)

holds as well. Indeed, considering (.) and recalling notation (.), we conclude that, for

allm, the identity

Pf
(

·,Xm(·, ξ ,η – ξ )
)

(t) = Xm+(t, ξ ,η – ξ ) – ξ –
t

T
(η – ξ )

= Xm+(t, ξ ,η – ξ ) –

(

 –
t

T

)

ξ –
t

T
η (.)

holds for any t ∈ [, 

T]. Since the validity of inclusion (.) has been assumed, we see

that inequality (.) of Lemma . can be applied and, therefore, identity (.) yields

∣

∣

∣

∣

Xm+(t, ξ ,η – ξ ) –

(

 –
t

T

)

ξ –
t

T
η

∣

∣

∣

∣

≤
T


δ[, T],D

(f ) (.)

for all t ∈ [, 

T]. It follows from (.) that, at every point t ∈ [, 


T], the value

Xm+(t, ξ ,η – ξ ) lies in the T

δ[, T],D

(f )-neighbourhood of a convex combination of the

vectors ξ and η. Since ξ and η satisfy (.) and, by (.), rD(f ) ≥
T

δ[, T],D

(f ), it follows

from definition (.) of the set GD(rD(f )) that all the values of the function Xm+(·, ξ ,η – ξ )

belong to D, i.e., (.) holds. Thus, inclusion (.) is true for allm ≥ . Recalling notation

(.), we arrive immediately to (.).
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Relation (.) is proved by analogy. Indeed, it follows from (.) that

Y(t,η,η – ξ ) = η +

(

 –
t

T

)

(η – ξ ) =

(

t

T
– 

)

ξ + 

(

 –
t

T

)

η

=
(

 – θ (t)
)

ξ + θ (t)η, (.)

where θ (t) := ( – tT–) for any t ∈ [ 

T ,T]. Since, obviously,  ≤ θ (t) ≤  for all t ∈

[ 

T ,T], identity (.) and assumption (.) guarantee that the function Y(·,η,η– ξ ) has

values in D. Let us assume that, for a certainm,

{

Ym(t,η,η – ξ ) : t ∈

[




T ,T

]}

⊂ D (.)

and show that

{

Ym+(t,η,η – ξ ) : t ∈

[




T ,T

]}

⊂ D. (.)

By virtue of (.), for any t ∈ [ 

T ,T], we have

Pf
(

·,Ym(·,η,η – ξ )
)

(t)

= Ym+(t,η,η – ξ ) – η –

(

 –
t

T

)

(η – ξ )

= Ym+(t,η,η – ξ ) –

(

t

T
– 

)

ξ – 

(

 –
t

T

)

η

= Ym+(t,η,η – ξ ) –
(

 – θ (t)
)

ξ – θ (t)η (.)

with the same definition of θ (·) as in (.). According to assumption (.), the func-

tion Ym(·, ξ ,η – ξ ) has values in D. Therefore, using equality (.) and estimate (.) of

Lemma ., we obtain

∣

∣Ym+(t,η,η – ξ ) –
(

 – θ (t)
)

ξ – θ (t)η
∣

∣ ≤
T


δ[ T ,T],D

(f ) (.)

for all t ∈ [ 

T ,T]. Since θ : [ 


T ,T] → [, ], inequality (.) implies that all the values of

the function Ym+(·,η,η – ξ ) belong to the T

δ[ T ,T],D

(f )-neighbourhood of a convex com-

bination of ξ and η. Recalling now (.) and (.) and using assumption (.), we arrive at

(.). Consequently, inclusion (.) holds for all m, and (.) follows immediately from

(.) and (.). The lemma is proved. �

Finally, the corresponding assertions of Theorems . and . lead us immediately to

the following statement.

Lemma . Under the assumptions of Theorem ., the inclusions

{

x∞(t, ξ ,η) : t ∈

[

,



T

]}

⊂D (.)
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and

{

y∞(t, ξ ,η) : t ∈

[




T ,T

]}

⊂D (.)

hold true for any (ξ ,η) ∈GD(rD(f )).

The proof of Lemma . consists in passing to the limit in (.) and (.) as m → +∞,

the possibility of which is ensured by Theorem ..

8 Limit functions and determining equations

The techniques based on the original periodic successive approximations (.), the ap-

plicability of which is guaranteed by Proposition ., lead one to the necessary and suffi-

cient conditions for the solvability formulated in terms of determining equations (.) of

Proposition .. A certain analogue of the last mentioned statement should also be estab-

lished for our new version of the method, with iterations constructed using the interval

halving procedure, for the resulting scheme to be logically complete. It is natural to expect

that the limit functions of the iterations on the half-intervals will help one to formulate cri-

teria of solvability of the original problem, and, in fact, it turns out that it is the functions

� : GD(rD(f )) → R
n and H : GD(rD(f )) → R

n defined according to equalities (.) and

(.) that provide such a characterisation.

Indeed, Theorems . and . guarantee that, under the conditions assumed, the func-

tions x∞(·, ξ ,η) : [, 

T] → R

n and y∞(·,η,η) : [ 

T ,T] → R

n are well defined for all

(ξ ,η) ∈ GD(rD(f )). Therefore, by putting

u∞(t, ξ ,η) := χT (t)x∞(t, ξ ,η)

+
(

 – χT (t)
)

(

y∞(t, ξ ,η) – y∞

(

T


, ξ ,η

)

+ x∞

(

T


, ξ ,η

))

,

y ∈ [,T], (.)

we obtain a function u∞(·, ξ ,η) : [,T] →R
n, which is well defined for the same values of

(ξ ,η) ∈ GD(rD(f )). This function is obviously continuous.

The following theorem, which is a modified version of [, Theorem ], establishes a

relation of this function to the original periodic problem (.), (.) in terms of the zeroes

of � and H.

Theorem . Let f satisfy the Lipschitz condition (.) with a matrix K such that (.)

holds. Furthermore, assume that D has property (.). Then:

. The function u∞(·, ξ ,η) : [,T]→R
n defined by (.) is a solution of the periodic

boundary value problem (.), (.) if and only if the pair (ξ ,η) satisfies the system of

n equations

�(ξ ,η) = ,

H(ξ ,η) = .
(.)

. For every solution u(·) of problem (.), (.) with (u(),u( 

T)) ∈GD(rD(f )), there

exists a pair (ξ,η) such that u(·) = u∞(·, ξ,η).
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Equations (.) are usually referred to as determining or bifurcation equations [, ]

because their roots determine solutions of the original problem. The variables involved in

system (.) admit a natural interpretation: ξ means the value of the solution at , whereas

η is responsible for its value at 

T . We can observe the main difference between the un-

modified periodic successive approximations (Proposition .) and a similar scheme ob-

tained after the interval halving (Theorem.): the convergence condition is twice as weak

but, instead of n numerical equations (.) of Proposition ., we need to solve n equa-

tions (.) of Theorem ..

A constructive solvability analysis involves a natural concept of approximate determin-

ing equations, which is discussed below.

9 Approximate determining equations

Although Theorem . provides a theoretical answer to the question on the construction

of a solution of the periodic problem (.), (.), its application faces difficulties due to the

fact that the explicit form of the functions � : GD(rD(f )) → R
n and H : GD(rD(f )) → R

n

appearing in (.) is usually unknown. This complication can be overcome by using the

functions

�m(ξ ,η) := η – ξ –

∫ T




f
(

τ ,xm(τ , ξ ,η)
)

dτ (.)

and

Hm(η,λ) := ξ – η –

∫ T

T


f
(

τ , ym(τ , ξ ,η)
)

dτ (.)

for a fixed m, which will lead one to the so-called approximate determining equations.

More precisely, similarly to [, ], it can be shown that, under certain natural assump-

tions, one can replace the exact determining system (.) by its approximate analogue

�m(ξ ,η) = ,

Hm(ξ ,η) = .
(.)

Note that, unlike system (.), the mth approximate determining system (.) contains

only terms involving the functions xm : [, 

T] × GD(rD(f )) → R

n and ym : [ 

T ,T] ×

GD(rD(f ))→ R
n and, thus, known explicitly.

It is natural to expect that approximations to the unknown solution of (.), (.) can be

obtained by using the function um(·, ξ ,η) : [,T] →R
n,

um(t, ξ ,η) := χT (t)xm(t, ξ ,η)

+
(

 – χT (t)
)

(

ym(t, ξ ,η) – ym

(

T


, ξ ,η

)

+ xm

(

T


, ξ ,η

))

, (.)

which is an ‘approximate’ version of (.) well defined for all t ∈ [,T] and (ξ ,η) ∈

GD(rD(f )).

The piecewise character of the definition of function (.) does not affect the properties

that a potential approximation obtained from it should possess. Indeed,
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Proposition . If ξ and η satisfy equations (.) for a certain m, then the function

um+(·, ξ ,η) determined by equality (.) is continuously differentiable on [,T].

Proof It follows immediately from (.), (.) and (.) that

x′

m+

(

T


, ξ ,η

)

= f

(

T


,xm

(

T


, ξ ,η

))

–


T

∫ T




f
(

s,xm(s, ξ ,η)
)

ds +


T
(η – ξ ) (.)

and

y′

m+

(

T


, ξ ,η

)

= f

(

T


, ym

(

T


, ξ ,η

))

–


T

∫ T

T


f
(

s, ym(s, ξ ,η)
)

ds –


T
(η – ξ ). (.)

Recall that, by virtue of (.) and (.),

ym

(

T


, ξ ,η

)

= η.

Then, in view of (.) and (.), it follows from (.), (.) and (.) that

x′

m+

(

T


, ξ ,η

)

= y′

m+

(

T


, ξ ,η

)

and, therefore, u′

m+(·, ξ ,η) is continuous at


T . The continuous differentiability of the

function um+(·, ξ ,η) at other points is obvious from its definition. �

In order to prove a statement on the solvability of problem (.), (.), we need some

estimates of the functions �m : GD(rD(f )) → R
n and Hm : GD(rD(f )) → R

n, m = , , . . . ,

defined by (.) and (.).

Lemma . Assume that (.) holds. Let f satisfy the Lipschitz condition (.) with a

matrix K such that

r(K) ≤


T
. (.)

Then the estimates

∣

∣�(ξ ,η) –�m(ξ ,η)
∣

∣ ≤
T



(




TK

)m+(

n –



TK

)–

δ[, T],D
(f ) (.)

and

∣

∣H(ξ ,η) – Hm(ξ ,η)
∣

∣ ≤
T



(




TK

)m+(

n –



TK

)–

δ[ T ,T],D
(f ) (.)

hold for any values of (ξ ,η) ∈GD(rD(f )) and m ≥ .
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Proof Let us fix arbitrary (ξ ,η) ∈ GD(rD(f )) and m ≥ . Recalling (.) and (.), we ob-

tain

∣

∣�(ξ ,η) –�m(ξ ,η)
∣

∣ =

∣

∣

∣

∣

∫ T




[

f
(

t,x∞(t, ξ ,η)
)

– f
(

t,xm(t, ξ ,η)
)]

dt

∣

∣

∣

∣

≤

∫ T




∣

∣f
(

t,x∞(t, ξ ,η)
)

– f
(

t,xm(t, ξ ,η)
)
∣

∣dt. (.)

By Lemma ., the function x∞(·, ξ ,η) : [, 

T]→R

n has values in D and, therefore, the

Lipschitz condition (.) can be used in (.). Then, applying estimate (.) of Theo-

rem . with ε = ε, where ε ≈ . is given by (.), we obtain

∣

∣�(ξ ,η) –�m(ξ ,η)
∣

∣

≤ K

∫ T




∣

∣x∞(t, ξ ,η) – xm(t, ξ ,η)
∣

∣dt

≤




∫ T




ᾱmε
(t)dtKmε

(




T̺εK

)m–mε+
(

n –



T̺εK

)–

δ[, T],D
(f ). (.)

Recall now that, in view of Remark . and relations (.) and (.), one has

mε = , ̺ε =



, (.)

and, therefore, (.) can be rewritten in the form

∣

∣�(ξ ,η) –�m(ξ ,η)
∣

∣

≤




∫ T




ᾱ(t)dtK


(




TK

)m–(

n –



TK

)–

δ[, T],D
(f ). (.)

Furthermore, it follows from (.) and (.) that the function ᾱ has the form

ᾱ(t) =

(



T
t –



T
t + t +

T



)

t, t ∈

[

,



T

]

, (.)

whence we obtain by computation that

∫ T




ᾱ(t)dt =
T


. (.)

Considering (.) and (.), we find that inequality (.), in fact, means that

∣

∣�(ξ ,η) –�m(ξ ,η)
∣

∣ ≤
T


K

(




TK

)m–(

n –



TK

)–

δ[, T],D
(f ), (.)

which estimate coincides with (.). Note that the invertibility of the matrix n –


TK is

guaranteed by condition (.).
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In a similar manner, in order to establish (.), we use (.) and (.) to obtain the

estimate

∣

∣H(ξ ,η) – Hm(ξ ,η)
∣

∣ =

∣

∣

∣

∣

∫ T

T


[

f
(

t, y∞(t, ξ ,η)
)

– f
(

t, ym(t, ξ ,η)
)]

dt

∣

∣

∣

∣

≤

∫ T

T


∣

∣f
(

t, y∞(t, ξ ,η)
)

– f
(

t, ym(t, ξ ,η)
)
∣

∣dt. (.)

Lemma . guarantees that all the values of the function y∞(·, ξ ,η) : [ 

T ,T] → R

n lie in

D and, therefore, the Lipschitz condition (.) can be used in (.). Estimate (.) of

Theorem . applied with ε = ε then yields

∣

∣H(ξ ,η) – Hm(ξ ,η)
∣

∣

≤ K

∫ T

T


∣

∣y∞(t, ξ ,η) – ym(t, ξ ,η)
∣

∣dt

≤




∫ T

T


¯̄αmε
(t)dtKmε

(




T̺εK

)m–mε+
(

n –



T̺εK

)–

δ[ T ,T],D
(f ). (.)

Finally, it follows from (.) and (.) by computation that

¯̄α(t) =


T
t –



T
t + t –

T


t +

T


, t ∈

[




T ,T

]

, (.)

and, hence,

∫ T

T


¯̄α(t)dt =
T


. (.)

Consequently, by virtue of relations (.) and (.), inequality (.) leads us directly to

the required estimate (.). �

10 Solvability analysis based on approximation

The argument shown above allows us to conclude on the solvability of the periodic prob-

lem (.), (.) on the basis of properties of iterations (.) and (.). More precisely, it

turns out that the use of functions (.) and (.) allows one to study the vector field

� :GD(rD(f ))→R
n,

�(ξ ,η) :=

⎛

⎝

η – ξ –
∫

T


 f (τ ,x∞(τ , ξ ,η))dτ

ξ – η –
∫ T
T

f (τ , y∞(τ , ξ ,η))dτ

⎞

⎠ , (ξ ,η) ∈GD

(

rD(f )
)

, (.)

the critical points of which, as we have seen in Theorem ., determine the solutions of

the original problem (.), (.), through its approximation

�m(ξ ,η) :=

⎛

⎝

η – ξ –
∫

T


 f (τ ,xm(τ , ξ ,η))dτ

ξ – η –
∫ T
T

f (τ , ym(τ , ξ ,η))dτ

⎞

⎠ , (ξ ,η) ∈ GD

(

rD(f )
)

, (.)

where m is fixed. In the formulation of the theorem given below, the following notion is

used.
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Definition . ([]) Let r and l be positive integers and S ⊂ R
l be an arbitrary non-

empty set. For any pair of vector functions gj :R
l →R

r , j = , , we write

g ⊲S g (.)

if and only if there exists a function ν : S → {, , . . . , l} such that the strict inequality

〈

g(z) – g(z), eν(z)

〉

>  (.)

holds for all z ∈ S.

Here, ek , k = , , . . . , r, are the unit vectors,

ek := col(, , . . . , 
︸ ︷︷ ︸

k–

, , , . . . , ), (.)

and 〈·, ·〉 stands for the usual inner product in R
r . The binary relation ⊲S introduced by

Definition . is a kind of strict inequality for vector functions and its properties are sim-

ilar to those of the usual strict inequality sign. For example, f ≥ g and g ⊲S h imply that

f ⊲S h. The last named property will be used below in the proof of Theorem ..

We are now able to formulate a statement guaranteeing the solvability of the original pe-

riodic problem (.), (.) based on the information obtained in the course of computation

of iterations. In contrast to the unmodified scheme of periodic successive approximations

(Proposition ., r(K) < T–̺–
* ), here the iterations are proved to be convergent under the

assumption that is twice as weak as in the former case (Theorem ., r(K) < T–̺–
* ).

A similar observation can be made concerning the assumption on the domain D (see

Corollary . and the remarks related to conditions (.) and (.)).

When stating the existence theorem, we restrict our consideration to a slightly weaker

version of condition (.), where the value ̺* ≈ . is replaced by ., and thus neglect

the gap (, . . . .) for ε in estimates (.) and (.).

Theorem . Assume that the function f in (.) satisfies the Lipschitz condition (.)

with a matrix K such that inequality (.) holds and, moreover, the set D has property

(.).Moreover, let there exist a closed domain

� ⊂GD

(

rD(f )
)

such that, for a certain fixed value of m ≥ , the mapping �m given by formula (.) sat-

isfies the conditions

deg(�m,�) �=  (.)

and

|�m|⊲∂�

T



(

Mmδ[, T],D
(f )

Mmδ[ T ,T],D
(f )

)

, (.)
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where

Mm :=

(




TK

)m+(

n –



TK

)–

. (.)

Then there exist certain values (ξ *,η*) ∈ � such that the function u∞(·, ξ *,η*) is a solution

of the periodic boundary value problem (.), (.).

Recall that the symbol ⊲∂� in (.) is understood in the sense of Definition .. It

should be noted that condition (.) involves the values of functions on the boundary of

� only.

Proof We shall use the lemmata stated above. By analogy to [, ], we shall prove that

the fields � and �m are homotopic. It will be sufficient to consider the linear deformation

Qθ := �m + θ (� –�m), (.)

where θ ∈ [, ]. Indeed, it is clear that Qθ is a continuous mapping on ∂� for every θ ∈

[, ] and, furthermore,

Q = �m, Q = �. (.)

Let us fix an arbitrary pair (ξ ,η) ∈ ∂�. According to (.) and (.), we have

∣

∣Qθ (ξ ,η)
∣

∣ =
∣

∣�m(ξ ,η) + θ
[

�(ξ ,η) –�m(ξ ,η)
]
∣

∣

≥
∣

∣�m(ξ ,η)
∣

∣ –
∣

∣�(ξ ,η) –�m(ξ ,η)
∣

∣. (.)

On the other hand, by Lemma ., estimates (.) and (.) true. Using relations (.)

and (.) in (.), we show that

|Qθ |⊲∂� 

and henceQθ does not vanish on ∂� for any θ . Thus,� is homotopic to�m. The property

of invariance of degree under homotopy then yields

deg(�,�) = deg(�m,�);

and therefore, in view of (.), we conclude that deg(�,�) �= . Consequently, there ex-

ist vectors ξ * and η* possessing the properties indicated, and it only remains to refer to

Theorem .. The theorem is proved. �

Note that Theorem . provides solvability conditions based upon properties of ap-

proximations starting from the second one inclusively. A similar statement allowing to

use the zeroth and the first approximations can be obtained if we use [, Lemma .] in-

stead of Lemma .. In that case, condition (.) of Theorem . is replaced, respectively,

by the relations

|�|⊲∂�

T



(

K(n –


TK)–δ[, T],D

(f )

K(n –


TK)–δ[ T ,T],D

(f )

)

(.)
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and

|�|⊲∂�

T



(

K(n –


TK)–δ[, T],D

(f )

K(n –


TK)–δ[ T ,T],D

(f )

)

. (.)

11 Approximation of a solution

The theorem proved in the preceding section can be complemented by the following nat-

ural observation. Let (ξ̂ , η̂) ∈ � be a root of the approximate determining system (.) for

a certainm. Then the function

Um(t) := um(t, ξ̂ , η̂), t ∈ [,T], (.)

defined according to (.) can be regarded as the mth approximation to a solution of the

periodic problem (.), (.). This is justified by Proposition . and the estimates

∣

∣x∞(t, ξ̂ , η̂) –Um(t)
∣

∣ ≤



ᾱ(t)

(




TK

)m(

n –



TK

)–

δ[, T],D
(f ) (.)

for t ∈ [, 

T] and

∣

∣y∞(t, ξ̂ , η̂) –Um(t)
∣

∣ ≤



ᾱ(t)

(




TK

)m(

n –



TK

)–

δ[ T ,T],D
(f ) (.)

for t ∈ [ 

T ,T], which, as is easy to see from (.), follow directly from Theorem ..

A uniform inequality, not given here, can be obtained by estimating the mapping (ξ ,η) �→

um(t, ξ ,η) for any fixed t ∈ [,T].

It is worth to emphasise the role of the unknown parameters whose values appearing in

(.) are determined from equations (.): ξ̂ is an approximation of the initial value of the

periodic solution and η̂ is that of its value at 

T .

As regards the practical application of Theorem ., it should be noted that, according

to (.), the mapping �m is known in an analytic form because it is determined solely by

the mth iteration, which is already constructed at the moment. Of course, the degree in

(.) is the Brouwer degree because all the vector fields are finite-dimensional. Likewise,

all the terms in the right-hand side of inequality (.) are computed explicitly (e.g., by

using computer algebra systems).

12 An example

Let us consider the scalar π-periodic boundary value problem

u′(t) = –u(t) –




(

u(t)
)

+ h(t), t ∈ [,π ], (.)

x() = x(π ), (.)

where h(t) := 

( cost–sint)+ 


(sint+), t ∈ [,π ]. It is easy to check that the function

u(t) =



(cost + sint), t ∈ [,π ], (.)
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is a solution of problem (.), (.). This solution has values in the domain D := [–, ],

where, as one can verify, the convergence condition (.) is not satisfied. However, the

corresponding condition with the doubled constant (.) does hold, and therefore, the

interval halving technique can be used.

The appropriate computations, which have been carried out by usingMaple  and are

omitted here, show that the approach based on Theorems . and . is indeed appli-

cable in this case. The existence of solution (.) (let us forget for a moment that we

know it explicitly in this academic example) is established by Theorem ., whereas its

approximations of type (.) are constructed as described above. For instance, in the first

approximation, we have u≈ U with

U(t) := χπ (t)x(t) +
(

 – χπ (t)
)

y(t), t ∈ [,π ],

where χπ is the indicator function (.) and

x(t) := –. + .(cos t) + . sin t cos t

– .(cos t) – .t, t ∈

[

,



T

]

, (.)

and

y(t) := –. + .(cos t) – .(cos t)

+ . sin t cos t + .t, t ∈

[




T ,T

]

. (.)

The numerical values of the parameters ξ and η corresponding to functions (.), (.)

(see Table ) are found from the system of equations (.) with m = , which, in this case,

have the form

πξ η +
(

 – π + π + πη
)

ξη

+
(

π + π –  + πη – η + πη + πη
)

η = 

and

πξ η +
(

π +  + π + πη
)

ξη

+
(

π – π –  – πη – η + πη + πη
)

η = .

Table 1 Approximate values of parameters at several steps of iteration for problem (12.1),

(12.2). The last row corresponds to the exact solution (12.3)

Iteration ξ η

0 0.3586778912 –0.1413221085

1 0.4733911105 –0.7166404021

2 0.5053539028 –0.5122443553

3 0.5079847542 –0.4747166175

4 0.498648589 –0.5011705927

. . . . . . . . .

∞ 0.5 –0.5
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Figure 3 Solution (12.3) of problem (12.1), (12.2) and its 0th, 1st and 2nd approximations.

The graphs obtained in the course of computation are shownonFigures  and ,whereas

Table  contains the corresponding numerical values of the parameters. Note that only the

zeroth approximation has derivative with a discontinuity at 

T (cf. Proposition .). The

graphs and the computed numerical values of the parameters show a rather good accuracy

of approximation.

13 Comments

Several points can be outlined in relation to the techniques discussed in the preceding

sections.

13.1 Approximation scheme in practice

An interesting feature of the approach indicated here is that a practical analysis of the pe-

riodic problem (.), (.) along its lines starts directly with the computation of iterations.

We construct the approximate determining equations (.), solve them numerically in an

appropriate region, substitute the corresponding roots into the formula for um and form

functions (.) which are, in a sense, candidates for approximations of a solution. Having

constructed functions (.) for several values ofm, we check their behaviour heuristically

and if it exhibits some signs of being possibly convergent, we stop the computation and

verify the assumptions of the existence theorem. If successful, then, since this moment, we

already know that a solution exists, and either we are satisfied with the achieved accuracy

of approximation (in this case, the scheme stops and the function Um given by (.) for

the last computed value of m is proclaimed as its outcome) or, for some reasons, we find

http://www.boundaryvalueproblems.com/content/2013/1/57
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Figure 4 Solution (12.3) of problem (12.1), (12.2) and its 2nd, 3rd and 4th approximations.

that a more accurate approximation is needed (one more step is made then, and a similar

check is carried out for the new approximation).

It is important to observe that, once the existence of a solution is known from Theo-

rem . at themth step of iteration, we immediately obtain an approximation to it in the

form (.). The scheme thus allows us to both study the solvability of the periodic problem

and construct approximations to its solution.

It should be noted that the ability to derive the fact of solvability of the original problem

from the corresponding properties of approximate problems is rather uncommon (see

[] for some details). For the numerical methods, the generic situation is, in fact, quite

the reverse, when some or another technique is applied to solve a problemwhich is a priori

assumed to be solvable.

13.2 Extension to other problems

The idea expressed above can easily be adopted for application to differential equations

with argument deviations. The only issue that should be clarified in that case is the defini-

tion of iterations on the half-intervals at those points which are thrown over the middle to

the adjacent half-interval. For this purpose, sequences (.) and (.) should be computed

simultaneously, with (.) serving as an initial function for (.) at the next step, and vice

versa.

Likewise, with appropriate modifications, the technique developed here can be applied

to problems with boundary conditions other than periodic ones. We do not dwell on this

topic here.
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13.3 Variable subinterval lengths

It is, of course, not necessary to keep the  :  ratio of subinterval lengths. For example, if

there is a point s such that δ[,s],D(f ) is much greater than δ[s ,T],D(f ), the halving, or any

other kind of division, is natural to be continued on [, s]. This reminds us of the idea

used in the adaptive numerical methods with a variable step length.

13.4 Applicability on small intervals

In contrast to purely numerical approaches, where one may be forced to discretise with a

tiny step, the efficiency of the technique based on Theorem . is not so much affected by

the smallness of the interval. This makes the scheme well applicable, in particular, for the

study of high-frequency oscillations.

13.5 Advantages over other methods

The proposed technique has some other positive features distinguishing it from other ap-

proaches. For example, when applying it, one experiences no difficulties with the selection

of the starting approximation (in contrast, e.g., to monotone iterative methods); there is

no need to re-calculate considerable amounts of data when passing to the next step of ap-

proximation (unlike projection methods); the global Lipschitz condition and the assump-

tion on the unique solvability of the Cauchy problem are not necessary (unlike shooting

method); etc.As regards the lastmentioned condition, one should note that, for functional

differential equations, it is violated even in very simple cases, and it is thus unnatural to

require it when constructing a scheme of analysis of a reasonably wide class of problems.

13.6 Repeated interval halving

The interval halving procedure can be repeated. When doing so, we observe that con-

ditions both on the eigenvalues of the Lipschitz matrix and the size of the domain are

weakened by half at each step. Indeed, it follows immediately from Corollary . that the

periodic successive approximation scheme constructed with k interval halvings is appli-

cable provided that

r(K) <
k

T̺∗

(.)

and

D

(

T

k+
δ[,T],D(f )

)

�=∅. (.)

It is also clear that the D(–k–Tδ[,T],D(f )), k = , , . . . , is a strictly increasing sequence

of sets tending to the original domain D in the limit as k grows to ∞. In other words,

rather interestingly, the scheme suggested here is theoretically applicable however large

the eigenvalues of K may be.

The side-effect of the successive interval halving is the increase of the dimension of the

system of determining equations, which contains kn equations at the kth interval halving.

One can regard this as a certain price to be paid for being able to apply interval halving in

order to convert a divergent iteration scheme into a convergent one.

In this way, by carrying out interval halving sequentially, one can, in particular, re-

establish the convergence of numerical-analytic algorithms for systems of ordinary dif-

ferential equations with globally Lipschitzian non-linearities (see [, , ]).
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13.7 Combination with other methods

The most difficult part of the scheme discussed consists in the analytic construction of so

many members of the parametrised iteration sequence (.) which is sufficient to estab-

lish the solvability of the periodic problem (see conditions (.), (.)) and achieve the

required precision of approximation in (.). Its practical implementation, usually done

by using symbolic computation systems, can be considerably facilitated by combining the

analytic computation with a suitable kind of approximation. The use of the polynomial or

trigonometric interpolation (see [, ]) is very convenient for this purpose.

13.8 Non-degeneracy condition for higher-order approximations

It is obvious from (.) and (.) that limm→∞ Mm =  and, hence, the right-hand side of

inequality (.) vanishes when m grows to +∞. On the other hand, it is easy to see that,

under the conditions assumed, the mapping �m (uniformly on compact sets) converges

to � as m tends to +∞. We thus arrive at the interesting observation that assumption

(.) of Theorem ., which is the main condition ensuring the non-degeneracy of the

homotopy, has the form of the strict inequality

|�m|⊲∂� wm,

where |�m| approaches to |�| while the term wm becomes arbitrarily small as m grows

to +∞.

13.9 Relation to continuation theorems

Theorem . and similar statements can also be applied on the zeroth step of iteration,

i.e., when one does not perform any iteration at all. This reminds us of the notion of a

generating system appearing, e.g., in the asymptotic methods.

Indeed, having in mind Theorem . in its present formulation and recalling condition

(.), let us put

f #(ξ ,η) :=

⎛

⎝

η – ξ –
∫

T


 f (τ , ( – t
T
)ξ + t

T
η)dτ

ξ – η –
∫ T
T

f (τ , ( t

T
– )ξ + ( – t

T
)η)dτ

⎞

⎠ (.)

for any (ξ ,η) ∈ GD(rD(f )). Recall that GD(rD(r)) is a subset of D
 which a priori contains

the value (u(),u( 

T)) for the periodic solution u(·) in question.

By using Theorem . for m =  with condition (.) replaced by (.), we obtain

the following statement on the solvability of the periodic problem (.), (.).

Corollary . Let assumption (.) hold and let the convergence condition (.) be sat-

isfied. Furthermore, let there exist a closed domain � ⊂GD(rD(f )) such that

deg
(

f #,�
)

�=  (.)

and

∣

∣f #
∣

∣⊲∂�

T



(

K(n –


TK)–δ[, T],D

(f )

K(n –


TK)–δ[ T ,T],D

(f )

)

. (.)
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Then the periodic boundary value problem (.), (.) has at least one solution u(·) which

has values in D and,moreover, is such that (u(),u( 

T)) ∈ �.

Recall that the vectors δ[, T],D
(f ) and δ[ T ,T],D

(f ) are computed directly according to

formula (.), whereas ‘⊲∂� ’ means that, at every point from ∂�, the strict inequality ‘>’

holds for at least one row, and the number of that row may vary with the point.

Assumptions of type (.), (.) are natural from various points of view. For example,

let us imagine for a while that no interval halving has been carried out at all and thus,

instead of Theorem ., we are in the situation described by Proposition . with g = f ,

p = T and t = . The system of n determining equations (.) then turns back into the

n-dimensional system (.),

∫ T



f
(

t,u∞(t, ξ )
)

dt = ,

the zeroth approximation of which, in the sense of the iteration process (.), has the form

∫ T



f (t, ξ )dt = . (.)

Therefore, assumption (.) becomes

deg(f̄ ,V ) �=  (.)

with a suitable domain V ⊂D, where

f̄ (ξ ) :=

∫ T



f (t, ξ )dt (.)

for ξ ∈ V . Then, using [, Lemma .] with m = , one easily shows that the following

statement holds.

Corollary . The conditions (.), r(K) < (T)– and

|f̄ |⊲∂V

T


K

(

n –



TK

)–

δ[,T],D(f ) (.)

are sufficient for the solvability of the periodic problem (.), (.).

Arguing in this manner, we can obtain, in particular, the well-knownMawhin’s theorem

[], with (.) being the solvability condition for the generating equation (of course,

one could use the condition of a priori bounds type instead of (.) for a more exact

resemblance). In this context, Corollary . can be regarded as a ‘halved’ analogue of the

last mentioned statement, where the equations

∫ T




f

(

τ ,

(

 –
t

T

)

ξ +
t

T
η

)

dτ = η – ξ , (.)

∫ T

T


f

(

τ ,

(

t

T
– 

)

ξ + 

(

 –
t

T

)

η

)

dτ = ξ – η (.)
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determine the initial data of the zeroth approximation. The side-effect of halving is visible

from the presence of two independent variables, ξ and η, due to which system (.),

(.), in contrast to (.), contains n extra equations.

It should be noted that the convergence of the iteration scheme in Corollary . is guar-

anteed under the assumption r(K) < (T)–, which is twice asweak as the corresponding

condition of Corollary . (r(K) < (T)–).
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1 Introduction

The present note is a continuation of [] and deals with a constructive approach to the

investigation of two-point boundary value problems. The approach is numerical-analytic

[, ] in the sense that, although part of the computation is carried out analytically, the fi-

nal stage of the method involves a numerical analysis of certain equations usually referred

to as determining, or bifurcation, equations. This scheme of Lyapunov-Schmidt type [, ]

reminds one of the shooting method on first glance, but there are several essential differ-

ences [].

We consider the periodic boundary value problem

u′(t) = f
(

t,u(t)
)

, t ∈ [,p], ()

u() = u(p), ()

where p ∈ (,∞), f : [,p] × R
n → R

n satisfies the Carathéodory conditions, and a solu-

tion is an absolutely continuous vector function satisfying () almost everywhere on [,p].

Our main assumption till the end of the paper is that there exist a certain matrix K and a

bounded closed set � ⊂ R
n such that f (t, ·) ∈ LipK (�) for a.e. t ∈ [,p]. Here and below,

given a square matrix K with non-negative entries, LipK (�) stands for the set of functions

g :� →R
n satisfying the componentwise Lipschitz condition

∣

∣g(z) – g(z)
∣

∣ ≤ K |z – z| ()

for all z and z from �. In () and all similar relations that will appear below, the symbols

≤ and | · | are understood componentwise.

© 2014 Rontó et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly credited.
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In its original form (see, e.g., [, ] for references), the numerical-analytic approach that

we are dealing with suggests one to look for a solution of (), () among the limit functions

of certain n-parametric family of sequences possessing property () (see, e.g., [, ]). Given

an arbitrary vector ξ , consider the sequence of functions defined by the recurrence relation

um(t, ξ ) := ξ +

∫ t



f
(

s,um–(s, ξ )
)

ds –
t

p

∫ p



f
(

s,um–(s, ξ )
)

ds, t ∈ [,p], ()

withm = , , . . . and u(t, ξ ) := ξ , t ∈ [,p]. Clearly, each of functions () satisfies the peri-

odic boundary condition (). If one establishes the existence of the limit

u∞(·, ξ ) := lim
m→∞

um(·, ξ ), ξ ∈ �, ()

with a certain � ⊂ D, one finds out that the existence of a solution u(·) of the periodic

problem (), () with the value at zero lying in � is equivalent to the solvability of the

equation

∫ p



f
(

s,u∞(s, ξ )
)

ds = 

with respect to the unknown vector ξ . This leads to a Lyapunov-Schmidt type reduction

of the periodic problem (see [, ] for more details), which is known to be applicable on

the assumption that

f (t, ·) ∈ LipK (D) for a.e. t ∈ [,p], ()

with pK small enough and D satisfying the condition

D

(

T


δD(f )

)

�=∅, ()

where

δD(f ) := max
{

δ[,p/],D(f ), δ[p/,p],D(f )
}

()

and δJ ,V (f ) := max(t,ξ )∈J×V f (t, ξ ) –min(t,ξ )∈J×V f (t, ξ ) for any compact V ⊆D and J ⊆ [,p].

In (), D(̺) is the ̺-core of D defined as

D(̺) :=
{

z ∈D : B(z,̺) ⊂D
}

()

for any non-negative vector ̺, where

B(z,̺) :=
{

ξ ∈R
n : |z – ξ | ≤ ̺

}

()

is the (componentwise) ̺-neighbourhood of z. Note that� involved in () is actually equal

to D(̺) in that case. Examples showing how D(̺) can look like for different D can be seen

on Figure .
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Figure 1 The set D(̺) in examples, ̺ = col(1/12, 1/18).

The main limitation of this approach is that, in order to guarantee the convergence, one

has to assume a certain smallness of the eigenvalues of the matrix pK . It was shown, in

particular, in [] that the method based upon sequence () is applicable provided that

r(K) <


γp
, ()

where

γ :=



. ()

Moreover, as is seen from condition (), the set D where () holds should be wide enough

(in particular, such that diamD ≥
p


δD(f ), with the natural componentwise definition of a

vector-valued diameter of a set).

As the recent paper [] shows, the limitation can be overcome by noticing that the quan-

tity which is assumed be small enough is always proportional to the length of the interval.

A natural interval halving technique then allows one to produce a version of the scheme

where () is replaced by the condition

r(K) <


γp

and, thus, weakened by half. A similar improvement is also achieved in relation to condi-

tion (), which is replaced by the assumption that

D

(

T


δD(f )

)

�=∅. ()

Clearly, the transition to () weakens () by half.

Here, we modify the scheme of [] so that its substantiation is simplified and, in partic-

ular, replace () by an assumption which is more transparent and, generally speaking, less

http://www.boundaryvalueproblems.com/content/2014/1/164
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restrictive. Indeed, the idea to start from a set D where the nonlinearity is known to be

Lipschitzian and look for its suitable subset D(̺) that could potentially contain initial val-

ues of periodic solutions is somewhat unnatural because, in any case, it is the initial values

that are of major interest, the regularity assumptions for the equation being only technical

assumptions induced by the method. Instead of doing so, which used to be the case in []

and in all the previous works, it is, however, more logical to choose a closed bounded set

� ⊂ R
n, where one expects to find initial values of the solution, and to assume that the

nonlinearity is Lipschitzian on a suitable �̃ ⊃ �, with �̃ only as large as the method re-

quires. It is not difficult to see that the argument of [] then leads us to the choice �̃ :=�̺ ,

where �̺ is the ̺-neighbourhood of � in the sense that

�̺ :=
⋃

ξ∈�

B(ξ ,̺), ()

where the symbol B(ξ ,̺) stands for the ̺-neighbourhood of a vector ξ (recall that the

relations in () are componentwise). Besides itsmore natural character, the use of the pair

of sets (�̺,�) is also advantageous in contrast to (D,D(̺)) because, geometrically, D(̺)

does not necessarily copy the shape of D (see Figures  and  for examples where D and

the corresponding D(̺) with ̺ =
( ̺

̺

)

gradually increasing are represented, respectively,

by the blue and red regions). In fact, the operations of taking ̺-core and ̺-neighbourhood

do not commute: the equality in the inclusion

(

D(̺)
)

̺
⊂D ()

is, in general, not true, whereas one obviously has

�̺(̺) = � ()

Figure 2 The shape of D(̺) may differ significantly for various values of ̺.

http://www.boundaryvalueproblems.com/content/2014/1/164
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Figure 3 An example of Dwith D(̺) disconnected for certain ̺.

Figure 4 An example of the set D illustrating the strict inclusion in (15).

for any ̺. The strict inclusion in () holds, in particular, in the example from Figure ,

where the points of the sets D(̺), D and (D(̺))̺ for several values of ̺ =
( ̺

̺

)

, ̺ ≤ ̺,

are plotted in red, blue and cyan, respectively. In that example, by choosing � to be the

red region, one should then widen it for the technical purposes related to the method

up to the cyan one, and not the blue one. A comparison of () and () confirms the

advantage of assuming conditions of type () on �̺ . Several examples of domains � and

the corresponding sets �̺ can be seen on Figure .

Using the (�̺,�) setting, we further reformulate the scheme of the method further by

removing certain unnecessary technicalities so that both the setting and the overall anal-

ysis are simplified. The new formulation, in particular, makes it particularly easy to adopt

http://www.boundaryvalueproblems.com/content/2014/1/164
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Figure 5 The set �̺ in examples, ̺ = col(1/8, 1/16).

the approach to problemswith two-point boundary conditions different from the periodic

ones, which technique is also outlined in what follows.

2 Construction of iterations and proof of convergence

Thus, let us fix a closed bounded set � ⊂R
n, where the initial values of solutions of prob-

lem (), () will be looked for. Without loss of generality, we shall choose � to be convex.

Let ξ and η be arbitrary vectors from �. Let us put

x(t, ξ ,η) :=

(

 –
t

p

)

ξ +
t

p
η, t ∈ [,p/], ()

y(t, ξ ,η) := 

(

 –
t

p

)

η +

(

t

p
– 

)

ξ , t ∈ [p/,p], ()

and define the recurrence sequences of functions xm : [,p/] × �
→ R

n and ym :

[p/,p]× �
→ R

n,m = , , . . . , according to the formulae

xm(t, ξ ,η) := x(t, ξ ,η) +

∫ t



f
(

s,xm–(s, ξ ,η)
)

ds

–
t

p

∫
p




f
(

s,xm–(s, ξ ,η)
)

ds, t ∈ [,p/], ()

ym(t, ξ ,η) := y(t, ξ ,η) +

∫ t

p


f
(

s, ym–(s, ξ ,η)
)

ds

–

(

t

p
– 

)∫ p

p


f
(

s, ym–(s, ξ ,η)
)

ds, t ∈ [p/,p], ()

where m ≥ . One arrives at formulae (), () directly when choosing x(·, ξ ,η) and

y(·, ξ ,η) as linear functions on the appropriate intervals satisfying the equalities

x(, ξ ,η) = ξ , x

(

p


, ξ ,η

)

= η, ()
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y

(

p


, ξ ,η

)

= η, y(p, ξ ,η) = ξ . ()

The considerations in [] concerning the auxiliary parametrised problems (.), (.) and

(.), (.) can be omitted. Clearly, () and () are the simplest choice of functions sat-

isfying () and ().

The form of sequences (), () is motivated by the following proposition.

Proposition  Let (ξ ,η) ∈ � be fixed. If the limits x∞(·, ξ ,η) and y∞(·, ξ ,η) of sequences

() and (), respectively, exist uniformly on [, 

p] and [ 


p,p], then:

. The function x∞(·, ξ ,η) has the property

x∞

(

p


, ξ ,η

)

– x∞(, ξ ,η) = η – ξ ()

and is the unique solution of the initial value problem

x′(t) = f
(

t,x(t)
)

+


p
�(ξ ,η), t ∈ [,p/], ()

x() = ξ , ()

where

�(ξ ,η) := η – ξ –

∫
p




f
(

τ ,x∞(τ , ξ ,η)
)

dτ . ()

. The function y∞(·, ξ ,η) has the property

y∞(p, ξ ,η) – y∞

(

p


, ξ ,η

)

= ξ – η ()

and is the unique solution of the initial value problem

y′(t) = f
(

t, y(t)
)

+


p
H(ξ ,η), t ∈ [p/,p], ()

y

(

p



)

= η, ()

where

H(ξ ,η) := ξ – η –

∫ p

p


f
(

τ , y∞(τ , ξ ,η)
)

dτ . ()

The proposition stated above, which is an easy consequence of the definitions of the

functions xm : [,p/]× �
→ R

n and ym : [p/,p]× �
→ R

n, m = , , . . . , suggests one

to consider the function u∞(·, ξ ,η) : [,p] →R
n introduced according to the formula

u∞(t, ξ ,η) :=

⎧

⎨

⎩

x∞(t, ξ ,η) if t ∈ [,p/],

y∞(t, ξ ,η) if t ∈ (p/,p]
()

http://www.boundaryvalueproblems.com/content/2014/1/164
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for all ξ and η from � and look for solutions of problem (), () in the form u∞(·, ξ ,η).

Note that, as follows immediately from (), () and (),

x∞

(

p


, ξ ,η

)

= y∞

(

p


, ξ ,η

)

and, therefore, the function u∞(·, ξ ,η) is continuous on [,p] for any (ξ ,η) ∈ �. The use

of this function, however, requires the knowledge of the fact that x∞(·, ξ ,η) and y∞(·, ξ ,η)

are well defined for (ξ ,η) ∈ �.

Introduce the functions

ᾱ(t) :=


p
t(p – t), t ∈ [,p/] ()

and

¯̄α(t) :=


p
(p – t)(t – p), t ∈ [p/,p]. ()

Theorem  If there exists a non-negative vector ̺ with the property

̺ ≥
p


δ�̺ (f ) ()

such that f (t, ·) ∈ LipK (�̺) for a.e. t ∈ [,p] with a certain K and

r(K) <


γp
()

then, for all fixed (ξ ,η) ∈ �, the sequence {xm(·, ξ ,η) :m ≥ } (resp., {ym(·, ξ ,η) :m ≥ })

converges to a limit function x∞(·, ξ ,η) (resp., y∞(·, ξ ,η)) uniformly in t ∈ [,p/] (resp.,

t ∈ [p/,p]), and the following estimates hold:

∣

∣xm(·, ξ ,η) – x∞(t, ξ ,η)
∣

∣ ≤
ᾱ(t)

m+
(γpK)m

(

n –
γp


K

)–

δ[,p/],�̺ (f ) ()

for all t ∈ [,p/] and

∣

∣ym(·, ξ ,η) – y∞(t, ξ ,η)
∣

∣ ≤
¯̄α(t)

m+
(γpK)m

(

n –
γp


K

)–

δ[p/,p],�̺ (f ) ()

for all t ∈ [p/,p] and m ≥ .

In estimates () and (), the symbol n stands for the unitmatrix of dimension n. Recall

also that γ = /, as indicated above. Note that condition () can be slightly improved

by replacing γ by the constant

γ∗ ≈ . ()

(see [, ] for more details). The unpleasant side effect is, however, that estimates () and

() under such a condition are established form sufficiently large only, which puts an ob-

stacle in obtaining efficient solvability conditions in Corollary  below. This circumstance

http://www.boundaryvalueproblems.com/content/2014/1/164
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is not actually of primary importance since the very aim of the interval halving technique

discussed here is to weaken assumption () by half and, in any case, the difference be-

tween the two conditions is quite insignificant because γ – γ∗ ≈ ..

Remark  It follows from [, Lemma .] that estimates () and () can be shown to

hold for all m ≥  if the definition of functions ᾱ and ¯̄α is changed slightly (namely, the

multiplier / is added on the right-hand side of (), ()).

It should bementioned that assumption (), which, by Theorem , ensures the applica-

bility of the iteration scheme based on formulae (), (), is twice as weak as assumption

() for the original sequence (). The same kind of improvement is achieved concerning

the condition on the set D where f is Lipschitzian since, for the scheme without interval

halving, one would require that

∃̺: ̺ ≥
p


δ�̺ (f ), ()

which is twice as strong as (). In contrast to the related assumptions from [] and earlier

works, condition () is easier to verify because in order to do so one has only to find

the value δ�̺ (f ), which is computed directly by estimating f . In addition, it is possible to

estimate this value in certain cases where some further information on the behaviour of f

is known.

Comparing Theorem  with Theorems . and . of [], where the values in (.) and

(.) are computed over the entire domain where f is Lipschitzian, we see that the values

δ[,p/],�̺ (f ) and δ[p/,p],�̺ (f ) in Theorem  are computed over �̺ only.

The proof of Theorem  is carried out by a suitable modification of that of [, Theo-

rem .] and is based upon the following lemmata.

Lemma  ([, Lemma .]) Let x : [,p/] → R
n and y : [p/,p] → R

n be arbitrary func-

tions such that {x(t) : t ∈ [,p/]} ⊂ � and {y(t) : t ∈ [p/,p]} ⊂ �. Then

∣

∣Pf
(

·,x(·)
)
∣

∣(t)≤



ᾱ(t)δ[,p/],�(f )

≤
p


δ[,p/],�(f ) ()

for t ∈ [,p/] and

∣

∣Pf
(

·, y(·)
)
∣

∣(t) ≤



¯̄α(t)δ[p/,p],�(f )

≤
p


δ[p/,p],�(f ) ()

for t ∈ [p/,p].

In (), (), the mappings P and P are defined by the equality

(Piv)(t) :=

∫ t

i
 p

v(s)ds –

(

t

p
– i

)∫ i+
 p

i
 p

v(s)ds ()

for all t ∈ [ i

p, 


(i + )p], i ∈ {, }, and v ∈ C([ i


p, 


(i + )p],Rn).
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Lemma  Let ̺ be a vector satisfying relation (). Then, for arbitrary m ≥  and (ξ ,η) ∈

�, the inclusions

{

xm(t, ξ ,η) : t ∈ [,p/]
}

⊂ �̺ ()

and

{

ym(t, ξ ,η) : t ∈ [p/,p]
}

⊂ �̺ ()

hold.

Proof Let ξ and η be arbitrary vectors from �. It is natural to argue by induction. Since

� is assumed to be convex, it follows from () that x(t, ξ ,η) ∈ � for any t ∈ [,p/] and

y(t, ξ ,η) ∈ � for any t ∈ [p/,p], i.e., () and () are true for m = . Let us assume that

() and () hold for a certainm =m.

Considering relations (), (), (), () and () and using Lemma , we obtain

∣

∣xm+(t, ξ ,η) – x(t, ξ ,η)
∣

∣ =
∣

∣Pf
(

·,xm (·, ξ ,η)
)
∣

∣(t)

≤
p


δ[,p/],�(f )

≤ ̺ ()

for t ∈ [,p/] and

∣

∣ym+(t, ξ ,η) – y(t, ξ ,η)
∣

∣ =
∣

∣Pf
(

·, ym (·, ξ ,η)
)
∣

∣(t)

≤
p


δ[p/,p],�(f )

≤ ̺ ()

for t ∈ [p/,p]. Since () and () are satisfied for m = , we see from (), () that all

the values of xm+(·, ξ ,η) and ym+(·, ξ ,η) are contained in a ̺-neighbourhood of a point

from �, which means that () and () hold for m =m + . It now remains to use the

arbitrariness ofm. �

The assertion of Theorem  is now obtained by replacing [, Lemma .] by Lemma 

and arguing by analogy to the proof of Theorems . and . from []. Furthermore, sim-

ilarly to [], using Proposition  and Theorem , one arrives at the following.

Theorem  Assume that f (t, ·) ∈ LipK (�̺) for a.e. t ∈ [,p],where ̺ is a vector with prop-

erty () and K satisfies condition (). Then, for every solution u(·) of problem (), ()with

the property

{

u(t) | t ∈ [,p]
}

⊂ �̺ and

{

u(),u

(

p



)}

⊂ �, ()

there exists a pair (ξ,η) in� such that u(·) = u∞(·, ξ,η).On the other hand, the function

u∞(·, ξ ,η) is a solution of the periodic boundary value problem (), () if and only if the pair

http://www.boundaryvalueproblems.com/content/2014/1/164
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(ξ ,η) satisfies the system of n equations

�(ξ ,η) = ,

H(ξ ,η) = .
()

Recall that the functions � :�
→R

n and H :�
→R

n are defined according to equal-

ities () and (), and the latter equalities make sense in view of Theorem .

3 Constructive solvability analysis

Theorem  provides one a formal reduction of the periodic problem (), () to the system

of n numerical equations () in the sense that the initial data (u(),u(p/)) of any so-

lution of (), () with properties () can be found from (). Thus, under the conditions

assumed, the question on solutions of the periodic boundary value problem (), () can be

replaced that of the system of numerical equations (). A combination of Proposition 

and Theorems ,  then suggests one a scheme of investigation of the periodic boundary

value problem (), (). The practical realisation of the scheme is based upon the so-called

approximate determining functions

�m(ξ ,η) := η – ξ –

∫
p




f
(

τ ,xm(τ , ξ ,η)
)

dτ , ()

Hm(ξ ,η) := ξ – η –

∫ p

p


f
(

τ , ym(τ , ξ ,η)
)

dτ , ()

considered for a fixed value of m and, thus, computable explicitly. Then, as in [], the

function

um(t, ξ ,η) :=

⎧

⎨

⎩

xm(t, ξ ,η) if t ∈ [,p/],

ym(t, ξ ,η) if t ∈ (p/,p],
()

can be used to obtain themth approximation to a solution of problem (), () provided that

we are able to find certain ξ and η satisfying themth approximate determining equations

�m(ξ ,η) = ,

Hm(ξ ,η) = .
()

Furthermore, it turns out that, under natural conditions, the solvability of the periodic

problem (), () can be derived from that of system (). More precisely, putting

�m(ξ ,η) :=

(

η – ξ – 


∫ p


f ( p–τ


,xm(

p–τ


, ξ ,η))dτ

ξ – η – 


∫ p


f ( p+τ


, ym(

p+τ


, ξ ,η))dτ

)

()

and

�∞(ξ ,η) :=

(

η – ξ – 


∫ p


f ( p–τ


,x∞( p–τ


, ξ ,η))dτ

ξ – η – 


∫ p


f ( p+τ


, y∞( p+τ


, ξ ,η))dτ

)

()

for any (ξ ,η) ∈ �, we can state the following.
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Theorem  Let f (t, ·) ∈ LipK (�̺) for a.e. t ∈ [,p], where ̺ is a vector with property ()

and K satisfies condition ().Moreover, assume that �m satisfies the condition

deg(�m,�) �=  ()

for a certain fixed m ≥  and there exists a continuous mapping Q : [, ]× � which does

not vanish on (, ) × ∂� and is such that Q(, ·) = �m, Q(, ·) = �∞. Then there exists

a pair (ξ ∗,η∗) ∈ � such that the function u := u∞(·, ξ ∗,η∗) is a solution of the periodic

boundary value problem (), () possessing properties ().

It should be noted that the vector field �m is finite-dimensional and, thus, the degree

involved in () is the Brower degree.

Proof We can rely on the argument from the proof of [, Theorem .]. Indeed, a certain

computation based on () shows that

�m(ξ ,η) =

(

�m(ξ ,η)

Hm(ξ ,η)

)

()

for all (ξ ,η) ∈ � and, thus, () is necessary and sufficient for (ξ ,η) to be a singular point

of �m. Similarly to [], the assumptions of the theorem then allow one to construct a non-

degenerate deformation of �m into the vector field

(ξ ,η) ∋ � �→

(

�(ξ ,η)

H(ξ ,η)

)

the singular points of which determine solutions of problem (), () satisfying condition

(), and use the homotopy invariance of the degree. The remaining property in () is a

consequence of Lemma . �

Let the binary relation⊲S be defined [] for any S ⊂R
n as follows: functions g = (gi)

n
i= :

R
n → R

n and h = (hi)
n
i= : R

n → R
n are said to satisfy the relation g ⊲S h if and only if

there exists a function ν : S → {, , . . . , n} such that gν(z)(z) > hν(z)(z) at every point z ∈ S.

Using this relation, one can formulate an efficient condition sufficient for the solvability

of problem (), ().

Corollary  Let f (t, ·) ∈ LipK (�̺) for a.e. t ∈ [,p], where ̺ satisfies inequality () and

K has property (). Let,moreover,

|�m|⊲∂�

p



(

Mmδ[,p/],�(f )

Mmδ[p/,p],�(f )

)

()

for a certain fixed m ≥ , where

Mm :=

(

γp



)m+

Km+

(

n –
γp


K

)–

. ()

Then there exists a pair (ξ ∗,η∗) ∈ � such that u := u∞(·, ξ ∗,η∗) is a solution of problem

(), () possessing properties ().
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Proof It is sufficient to apply Theorem  with the linear homotopy

Q(θ , ξ ,η) := ( – θ )�m(ξ ,η) + θ�∞(ξ ,η) ()

for (ξ ,η) ∈ �, θ ∈ [, ], and use estimate (.) from []. �

Recall that γ in () is given by (). It is important to emphasise that conditions of

Corollary  are assumed for a fixed m, and all the values depending on it are evaluated in

finitely many steps.

The next assertion is interesting especially because it is, in fact, based upon properties

of the starting approximation and, thus, shows how a useful information can be obtained

when no iterations have been carried out at all. Note that the zeroth approximation is

very rough indeed in any case: the periodic solution is approximated by a piecewise linear

function (see Figure ).

With the given function f involved in (), we associate the function f # : � → R
n by

putting

f #(ξ ,η) :=

(

η – ξ – 


∫ p


f ( p–τ


, τ
p
ξ + ( – τ

p
)η)dτ

ξ – η – 


∫ p


f ( p+τ


, τ
p
ξ + ( – τ

p
)η)dτ

)

()

for any (ξ ,η) ∈ �. Note that, unlike f , the function f # depends on the phase variables

only.

Corollary  Assume that there is a ̺ with property () and f (t, ·) ∈ LipK (�̺), t ∈ [,p],

with K satisfying inequality (). Let, furthermore,

deg
(

f #,�
)

�=  ()

and

∣

∣f #
∣

∣⊲∂�

p



(

K(n –
γp

K)–δ[,  p],D

(f )

K(n –
γp

K)–δ[  p,p],D

(f )

)

. ()

Then the p-periodic problem (), () has at least one solution u(·) which possesses proper-

ties ().

Proof Equalities (), (), () and () imply that f # = �. It is also easy to verify by

computation that condition () can be rewritten in the form

|�|⊲∂�

p



(

M̃δ[,p/],�(f )

M̃δ[p/,p],�(f )

)

, ()

where M̃ := (/)M and M is given by (). Arguing similarly to [, Lemma .] and

Corollary  and taking Remark  into account, one can show that () ensures the non-

degeneracy of homotopy (). The required conclusion then follows from Theorem . �
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4 Discussion

Theorems of the kind specified above allow one to study the periodic problem (), () fol-

lowing the lines of [, ]. This analysis is constructive in the sense that the assumptions can

be verified efficiently and the results of computation, regarded at first only as candidates

for approximate solutions, simultaneously open a way to prove the solvability in a rigorous

manner. As regards the computation of iterations themselves, it is helpful to apply suit-

able simplified versions of the algorithm, not discussed here, which are better adopted for

use with computer algebra systems. The use of polynomial approximations under similar

circumstances was considered, in particular, in [].

It is interesting to note that f # involved in Corollary  can be considered as a ‘halved’

analogue of the averaged map

f̄ (ξ ) :=

∫ p



f (s, ξ )ds ()

for x ∈ �, which arises similarly to f # in the situation where no interval halving is carried

out. In the latter case, one has the following statement, which is a reformulation of [,

Corollary .].

Corollary  Let there exist some ̺ with property (). Let

deg(f̄ ,�) �=  ()

and f (t, ·) ∈ LipK (�̺), t ∈ [,p], with K satisfying inequality (). If

|f̄ |⊲∂�

p


K(n – γpK)–δ�̺ (f ), ()

then the p-periodic problem (), () has a solution u(·) with properties ().

Assumption () with f̄ given by () arises frequently in topological continuation the-

orems where the homotopy to the averaged equation is considered (see, e.g., [, ]).

It should also be noted that, as a natural extension of the above said, one can consider

a scheme with multiple interval divisions. Although the addition of intermediate nodes

increases the number of equations to be solved numerically (at k interval halvings, one

ultimately arrives a system of k determining equation with respect to k variables), the

important gain is the ability to apply the method regardless of the value of the Lipschitz

constant.

The construction of such a scheme is based on the appropriatemodification of the initial

approximation, which will then depend on more parameters. Consider, e.g., the transition

from k =  to k = . Renaming the variables as ξ = (ξ–, ξ) in the former case for more

convenience and denoting the initial approximation by u(·, ξ ), we rewrite (), () in the

form

u(, ξ ) = ξ–, u

(

p


, ξ

)

= ξ, u(p, ξ ) = ξ–. ()

Thus, the initial approximation u(·, ξ ) in the corresponding iteration scheme with one

division is the linear function joining the points (, ξ–), (
p

, ξ) and (p, ξ–). Extending this
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tree graph like notation to the case of two interval halvings (k = ) and arguing similarly,

we arrive at the following equalities determining u(·, ξ ):

u(, ξ ) = ξ–,–, u

(

p


, ξ

)

= ξ–,, u

(

p


, ξ

)

= ξ,–,

u

(

p


, ξ

)

= ξ,, u(p, ξ ) = ξ–,–.

()

In other words, relations () mean that the function u(·, ξ ) for k =  depends on the

array of parameters ξ = (ξ–,–, ξ–,, ξ,–, ξ,) and is obtained by the linear interpolation

of the points (, ξ–,–), (
p


, ξ–,), (

p


, ξ,–), (

p


, ξ,–), (

p

, ξ,) and (p, ξ–,–). For k ≥ , the

structure of u(·, ξ ) is completely analogous, the idea is clear fromTable  and Figure : one

simply draws a broken line joining the corresponding nodes. Once u(·, ξ ) is constructed,

the formulae for the subsequent approximations are derived automatically by rescaling

the projection map to the corresponding subintervals (we do not need the corresponding

explicit formulae here and, therefore, omit the details).

This observation leads one to the following algorithm of investigation of the periodic

problem (), ():

Table 1 Variables involved in the determining equations for the respective number of

interval halvings

k0 Variables in the determining equations

0 ξ

1 ξ–1 , ξ1
2 ξ–1,–1 , ξ–1,1 , ξ1,–1 , ξ1,1
3 ξ–1,–1,–1 , ξ–1,–1,1 , ξ–1,1,–1 , ξ–1,1,1 , ξ1,–1,–1 , ξ1,–1,1 , ξ1,1,–1 , ξ1,1,1
. . . . . .

Figure 6 Themeaning of parameters for the scheme with several interval divisions. In order to

construct the starting approximation with any number of interval halvings, one just draws the broken line

joining the corresponding nodes.
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. Fix a certain k and consider the scheme with k interval divisions. Fix an m and

construct um(·, ξ ) form = , , . . . ,m.

. Solve the mth approximate determining equations for ξ , find a root ξ [m], and put

Um(t) := um
(

t, ξ [m]
)

, t ∈ [,p],m = , , . . . ,m. ()

In the case the equation has multiple roots, () and the related analysis are

repeated for each of them (one can study multiple solutions of the original problem

in this way).

. ‘Check’ the behaviour of the functions U,U, . . . ,Um (the heuristic step). If

promising (i.e., there are some signs of convergence), choose a suitable �

containing the graph of Um , find a ̺ from the condition

̺ ≥
p

k+
δ�̺ (f ), ()

compute the Lipschitz matrix K for f in �̺ , and verify the convergence condition

r(K) <
k

γp
. ()

If not successful with either () or (), increase k appropriately and try again.

. Verify conditions of the existence theorem for � andm. If not satisfied, or if the

precision of Um is insufficient, pass to m =m +  and study Um+. Otherwise the

algorithm stops, and the outcome is:

(a) there is a solution u of (), () and u ≈Um ;

(b) ∃(ξ∗,η∗) ∈ �: u(·) = u∞(·, ξ∗,η∗);

(c) the space localisation of the graph of u is described by properties ().

Note the role of interval divisions in the algorithm: for K not satisfying the smallness

condition () and k =  (i.e., when um is constructed according to () without any interval

divisions), the algorithm would stop at step  without any result. However, it is obvious

that () and () are both satisfied if k is chosen to be large enough.

In relation to the last remark, it is interesting to compare the approach discussed here

with the Cesari method [], which likewise provides one a way to reduce the periodic

problem (), () to a system of finitely many numerical equations. The idea of construction

of the iterations there is based, in the notation of [], on the use of the operator

Hmu := L – PmL ()

in a suitable space of p-periodic functions, where

(Ly)(t) :=

∫ t



y(s)ds –
t

p

∫ p



y(s)ds, t ∈ [,p],

m is fixed, and Pm stands for themth partial sum of the Fourier series of the corresponding

function. There are visible similarities between the two approaches and,most importantly,

the scheme of Cesari is also proved to be applicable regardless on the smallness of the

Lipschitz constant (see []). The number of resulting determining equations therewith
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depends on the Lipschitz constant of f as well (in fact, it grows with m, the convergence

being guaranteed by suitable properties of Hm for m large enough), which reminds us of

Table  in our case. The approach presented in this note, in our opinion, has the advan-

tage that, firstly, the computation of iterations is significantly simpler (apart of the integral

mean, one does not need to compute any higher order terms in the Fourier expansion)

and, secondly, it can be used for other problems as well, whereas, due to the nature of

formula (), the use of Cesari’s scheme is limited to periodic functions.

In particular, the method described above is rather easy to adopt for application to two-

point boundary value problems different from the periodic ones. Indeed, consider the

problem with linear two-point conditions where one of the coefficient matrices is non-

singular. Without loss of generality, we can assume that the problem has the form

u′(t) = f
(

t,u(t)
)

, t ∈ [,p], ()

u(p) –Au() = c, ()

whereA is a squarematrix of dimension n (possibly, singular), c ∈R
n, f : [,p]×R

n
→R

n,

and p ∈ (,∞).

The transition from the periodic problem (), () to problem (), () is then surpris-

ingly simple: one does not need but to adjust the functions x(·, ξ ,η) and y(·, ξ ,η) so that

they satisfy the boundary condition (). More precisely, let us fix a suitable � and take

arbitrary ξ and η in it. Introduce the sequences of functions xm : [,p/]× �
→ R

n and

ym : [p/,p] × �
→ R

n, m = , , . . . , according to the same recurrence formulae as in

(), (), where, instead of (), (), the functions x(·, ξ ,η) and y(·, ξ ,η) are given by

the equalities

x(t, ξ ,η) :=

(

 –
t

p

)

ξ +
t

p
η, t ∈ [,p/], ()

y(t, ξ ,η) := 

(

 –
t

p

)

η +

(

t

p
– 

)

(Aξ + c), t ∈ [p/,p]. ()

Clearly, x(·, ξ ,η) and y(·, ξ ,η) given by (), () are the linear functions satisfying the

equalities

x(, ξ ,η) = ξ , x

(

p


, ξ ,η

)

= η, ()

y

(

p


, ξ ,η

)

= η, y(p, ξ ,η) = Aξ + c, ()

which reduce to (), () if A is the unit matrix and c = . Then, similarly to Proposition ,

it is not difficult to prove the following.

Proposition  Let (ξ ,η) ∈ � be fixed. If the limits x∞(·, ξ ,η) and y∞(t, ξ ,η) of sequences

() and () exist, then:

. The function x∞(·, ξ ,η) has the property

x∞

(

p


, ξ ,η

)

–Ax∞(, ξ ,η) = η –Aξ ()

and is the unique solution of the initial value problem (), () with � given by ().
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. The function y∞(·, ξ ,η) has the property

y∞(p, ξ ,η) –Ay∞

(

p


, ξ ,η

)

= A(ξ – η) + c ()

and is the unique solution of the initial value problem (), () withH given by ().

We see from Proposition  that properties of sequences xm(·, ξ ,η), ym(·, ξ ,η), m ≥ ,

constructed for problem (), () are rather similar to those for the periodic problem (),

() (in particular, the definition of functions � and H is the same as in Proposition ). In

both cases, the iteration is carried out according to formulae (), (), the only difference

being in equalities (), () for x(·, ξ ,η) and y(·, ξ ,η). As a result, the corresponding

limit functions satisfy the boundary conditions (), ().

Based on Proposition , one can develop essentially the same techniques that have been

indicated above for the periodic problem (), (). The main difference in the proofs is that,

in addition to guaranteeing that the appropriate values ξ should belong to �, we also have

to ensure that Aξ + c ∈ � as well. The convergence of iterations is then guaranteed for all

η from the set � and ξ belonging to its subset SA,c(�) defined by the relation

SA,c(�) := {ξ ∈ � : Aξ + c ∈ �}. ()

Clearly, SA,c(�) is the union of all the subsets of � invariant with respect to the transfor-

mation x �→ Ax + c. For example, if � is a set on the plane (n = ) containing the origin,

then S
(
 

 
),
(�) is the part of � that is symmetric with respect to the diagonal passing

through the first and the third quadrants (see Figure ).

Theorem  Let there exist a non-negative vector ̺ with property () such that f (t, ·) ∈

LipK (�̺) for a.e. t ∈ [,p] with a certain matrix K satisfying inequality (). Then, for

Figure 7 The sets SA,c(�) and �̺ in examples, ̺ = col(1/8, 1/16).

http://www.boundaryvalueproblems.com/content/2014/1/164


92

Rontó et al. Boundary Value Problems 2014, 2014:164 Page 19 of 20

http://www.boundaryvalueproblems.com/content/2014/1/164

all fixed (ξ ,η) ∈ SA,c(�) × �, the sequences {xm(·, ξ ,η) : m ≥ } and {ym(·, ξ ,η) : m ≥ }
with x(·, ξ ,η), y(·, ξ ,η) defined by () and () converge uniformly on the corresponding

intervals and,moreover, estimates (), () hold.

The same remark as has beenmade above concerningTheorem applies to Theorem :

its assertion remains true if () is replaced by the inequality

r(K) <


γ∗p

with γ∗ given by ().

Theorem  is easily obtained by analogy to Theorem  for the periodic problem. The

verification of the conditions of Theorem  is also pretty much similar to the latter case.

One has to keep in mind that the techniques for the two-point problem (), () are

applicable for the values of parameters lying in SA,c(�) × �, and not in the entire �,

which is the case in Theorem  (unless A is the unit matrix and c = ). This circumstance

has a natural explanation due to () and (), whence one deduces that both ξ and Aξ + c

will eventually belong to one and the same set, which fact is then used in Lemma . If, for

example, c is equal to zero and

A =


√


(

 –

 

)

, ()

then the assertion of Theorem  is true only for the part of � that is invariant under the

rotation by ◦ counter-clockwise. In this way, e.g., Figure  is replaced by Figure  once

the two-point problem (), () with A given by () is considered. Note that all the sets

on Figures  and  contain the origin, and the yellow regions on the latter one indicate the

points from � that cannot be regarded as candidates for initial values of the solution in

question.

Figure 8 The sets SA,c(�) and �̺ in examples, ̺ = col(1/8, 1/16) and A is given by (82).
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a b s t r a c t

We suggest a new constructive approach for the solvability analysis and approximate solu-

tion of general non-local boundary value problems for non-linear systems of ordinary dif-

ferential equations with locally Lipschitzian non-linearities. The practical application of the

techniques is explained on a numerical example.

� 2014 Published by Elsevier Inc.

1. Introduction

The purpose of the present note is to provide a scheme for a constructive analysis of a non-local boundary value problem.

More precisely, we consider the problem

u0ðtÞ ¼ f ðt;uðtÞÞ; t 2 ½a; b�; ð1Þ

/ðuÞ ¼ d; ð2Þ

where / : Cð½a; b�;RnÞ ! R
n is a vector functional (possibly non-linear), f : ½a; b� � Rn ! R

n is a function satisfying the Carat-

héodory conditions in a certain bounded set, and d is a given vector. By a solution of the problem, one means an absolutely

continuous function with property (2) satisfying (1) almost everywhere on ½a; b�.

The analysis is constructive in the sense that, when applicable, it allows one to both study the solvability of the problem

and approximately construct its solutions by operating with objects that are determined explicitly in finitely many steps of

computation. The topic has been addressed by many authors, see, e.g., [1,2] for related references.

It turns out that, under suitable conditions and with a certain modification, the techniques previously applied in [3,4] for

periodic and two-point problems can also be used in the more general cases of problem (1) and (2) where the boundary con-

dition may be non-local. Here, we describe this particular modification, which is based on the introduction of a suitable

model problem, and outline the resulting scheme of investigation. Note that the new approach is easier to apply compared

with those used earlier, e.g., in [5–7].

2. Notation and symbols

In the sequel, for any x ¼ colðx1; . . . ; xnÞ 2 R
n, the obvious notation xj j ¼ colðj x1 j; . . . ; j xn jÞ is used and the inequalities

between vectors are understood componentwise. A similar convention is adopted implicitly for the operations ‘max’ and

‘min’. The symbol 1n stands for the unit matrix of dimension n and rðKÞ denotes the spectral radius of a square matrix K.
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If z 2 Rn and . is a vector with non-negative components, Bðz;.Þ stands for the componentwise .-neighbourhood of z:

Bðz;.Þ :¼ n 2 Rn
: n� zj j 6 .f g . Similarly, given a set X � R

n, we define its componentwise .-neighbourhood by putting

BðX;.Þ :¼
[

z2X

B z;.ð Þ: ð3Þ

Given two sets D0 and D1 in Rn, we put

BðD0;D1Þ :¼ hnþ ð1� hÞg : n 2 D0;g 2 D1; h 2 ½0;1�f g: ð4Þ

For a set X#Rn and a n� n matrix K with non-negative entries, we write f 2 LipKðXÞ if the estimate

f ðt;u1Þ � f ðt;u2Þj j 6 K u1 � u2j j ð5Þ

holds for all u1;u2 from X and a.e. t 2 ½a; b�. Finally, we shall frequently use the notation

dDðf Þ :¼ ess sup
ðt;nÞ2½a;b��D

f ðt; nÞ � ess inf
ðt;nÞ2½a;b��D

f ðt; nÞ: ð6Þ

3. Freezing and parametrization

The idea that we are going to employ is based on the reduction to a family of simpler auxiliary boundary problems

obtained by ‘‘freezing’’ certain values of the solution sought for (see, e.g., [8–10]). In our case, the auxiliary problems will

have two-point linear separated conditions at a and b:

uðaÞ ¼ n; uðbÞ ¼ g; ð7Þ

where n and g are parameters whose values remain unknown at the moment. As will be seen from the statements below, one

can then go back to the original problem by choosing the values of the introduced parameters appropriately.

Let us fix certain bounded sets Di � R
n
; i ¼ 0;1, and focus on the solutions u of problem (1) and (2) with uðaÞ 2 D0 and

uðbÞ 2 D1. Given an arbitrary pair ðn;gÞ 2 D0 � D1, we set

u0ðt; n;gÞ :¼ 1�
t � a

b� a

� �

nþ
t � a

b� a
g ð8Þ

and

umþ1ðt; n;gÞ ¼ u0ðt; n;gÞ þ
Z t

a

f ðs; umðs; n;gÞÞds�
t � a

b� a

Z b

a

f ðs;umðs; n;gÞÞds ð9Þ

for all t 2 ½a; b� and m ¼ 0;1; . . .. The vectors n and g in (8) and (9) are treated as unknown parameters. Considering formulae

(8) and (9), one arrives immediately at the following

Proposition 1. If, for a fixed pair ðn;gÞ 2 D0 � D1, the sequence fumð�; n;gÞ : mP 0g converges to a function u1ð�; n;gÞ uniformly

on ½a; b�, then:

1. u1ðb; n;gÞ ¼ g.
2. u1ð�; n;gÞ satisfies the Cauchy problem

u0ðtÞ ¼ f ðt; uðtÞÞ þ
1

b� a
Dðn;gÞ; t 2 ½a; b�; ð10Þ

uðaÞ ¼ n; ð11Þ

where D : D0 � D1 ! R
n is given by formula

Dðn;gÞ :¼ g� n�

Z b

a

f ðs; u1ðs; n;gÞÞds: ð12Þ

In other words, the function u1ð�; n;gÞ, provided that it is well-defined, satisfies the equation

uðtÞ ¼ u0ðt; n;gÞ þ
Z t

a

f ðs;uðsÞÞds�
t � a

b� a

Z b

a

f ðs;uðsÞÞds; t 2 ½a; b�: ð13Þ

Since, clearly, the values of u0ð�; n;gÞ are convex combinations of n and g, we see from (13) that u1ð�; n;gÞ is also a solution of

the two-point boundary problem (10) and (7). It turns out that this simple fact can be used to analyse the solutions of the

original problem (1) and (2). In order to continue, it is however necessary to establish conditions ensuring the convergence of

sequence (9) and, therefore, the fact that u1ð�; n;gÞ is well defined for the corresponding values of n and g.
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4. Convergence of successive approximations

Let us put

X :¼ BðD0;D1Þ ð14Þ

and X. :¼ BðX;.Þ for any non-negative vector .. Recall that the set BðD0;D1Þ is defined according to (4).

Remark 2. It is clear from (4) that BðD0;D1Þ � convðD0 [ D1Þ but the equality is, generally speaking, not true.

Theorem 3. Let there exist a non-negative vector . satisfying the inequality

.P
b� a

4
dX. ðf Þ; ð15Þ

such that f 2 LipKðX.Þ with a matrix K for which

ðb� aÞrðKÞ <
1

c0
; ð16Þ

where

c0 :¼ 3=10: ð17Þ

Then, for all fixed ðn;gÞ 2 D0 � D1:

1. The limit limm!1umðt; n;gÞ ¼: u1ðt; n;gÞ exists uniformly in t 2 ½a; b�.

2. u1ð�; n;gÞ is the unique solution of the Cauchy problem (10) and (11).

3. u1ðt; n;gÞ 2 X. for any t 2 ½a; b�.

4. The estimate

u1ðt; n;gÞ � umðt; n;gÞj j 6
5

9
a1ðtÞðc0ðb� aÞKÞ

m
1n � c0ðb� aÞKð Þ

�1
dX. ðf Þ ð18Þ

holds for any t 2 ½a; b� and mP 0, where

a1ðtÞ ¼ 2ðt � aÞ 1�
t � a

b� a

� �

; t 2 ½a; b�: ð19Þ

The proof of Theorem 3 is carried out by combining several auxiliary statements given below (see [1,11]).

Lemma 4 [1, Lemma 3.13]. For any continuous function u : ½a; b� ! R
n, the estimate

Z t

a

uðsÞ �
1

b� a

Z b

a

uðsÞds

 !

ds

�

�

�

�

�

�

�

�

�

�

6
1

2
a1ðtÞx½a;b�ðuÞ; t 2 ½a; b�; ð20Þ

holds, where a1 is given by (19) and x½a;b�ðuÞ :¼ maxs2½a;b�uðsÞ �mins2½a;b�uðsÞ.

Let

amþ1ðtÞ :¼ 1�
t � a

b� a

� �
Z t

a

amðsÞdsþ
t � a

b� a

Z b

t

amðsÞds; t 2 ½a; b�; ð21Þ

for any mP 0, where a0ðtÞ :¼ 1; t 2 ½a; b�. Clearly, formula (19) defining a1 is obtained from (21) for m ¼ 0.

Lemma 5 [1, Lemma 3.16]. The following estimates hold:

amþ1ðtÞ 6 c0 b� að ÞamðtÞ; t 2 ½a; b�; ð22Þ

for mP 2 and

amþ1ðtÞ 6
10

9
c0 b� að Þð Þ

ma1ðtÞ; t 2 ½a; b�; ð23Þ

for mP 0, where c0 is given by (17).

Lemma 6. If . is a vector satisfying relation (15), then

fumðt; n;gÞ : t 2 ½a; b�g � X. ð24Þ

A. Rontó et al. / Applied Mathematics and Computation 250 (2015) 689–700 691



97

for any mP 0 and ðn;gÞ 2 D0 � D1,

Proof. The proof is analogous to that of [4, Lemma 4] and is based on Lemma 4. Let ðn;gÞ 2 D0 � D1 be arbitrary. In view of

(14), it follows immediately from (8) that u0ðt; n;gÞ 2 X for any t 2 ½a; b�, i.e., (24) holds for m ¼ 0.

Let us assume that (24) holds for a certain m ¼ m0. Then, by virtue of (9), (15), and Lemma 4, we obtain

jum0þ1ðt; n;gÞ � u0ðt; n;gÞj 6
b� a

4
dXðf Þ 6 . ð25Þ

for t 2 ½a; b�. Since (24) is known to be true for m ¼ 0, we see from (25) that all the values of um0þ1ð�; n;gÞ are contained in

BðX;.Þ, i.e., (24) holds with m ¼ m0 þ 1. The arbitrariness of m0 then leads us to (24) for any m. h

Proof of Theorem 3. Let n 2 D0 and g 2 D1. By Lemma 6, we have umðt; n;gÞ 2 X. for all t 2 ½a; b� and mP 0. Since, by

assumption, the function f belongs to LipKðX.Þ, relation (9) yields

rmþ1ðt; z;gÞ 6 K 1�
t � a

b� a

� �
Z t

a

rmðs; z;gÞdsþ
t � a

b� a

Z b

t

rmðs; z;gÞds

 !

; t 2 ½a; b�; ð26Þ

for all mP 1, where

rmðt; n;gÞ :¼ um t; n;gð Þ � um�1 t; n;gð Þj j; t 2 ½a; b�; mP 1: ð27Þ

On the other hand, using (9) and Lemma 4, we obtain

r1ðt; n;gÞ ¼
Z t

a

f ðs;u0ðs; n;gÞÞ �
1

b� a

Z b

a

f ðs;u0ðs; n;gÞÞds

 !

ds

�

�

�

�

�

�

�

�

�

�

6
1

2
a1ðtÞx½a;b�ðf ð�;u0ðn;gÞÞÞ

6
1

2
a1ðtÞdX. ðf Þ

ð28Þ

for any t 2 ½a; b�. Putting in (26) m ¼ 1 and using (21) and estimate (23) of Lemma 5, we obtain

r2ðt; n;gÞ 6
1

2
K 1�

t � a

b� a

� �
Z t

a

a1ðsÞdsþ
t � a

b� a

Z b

t

a1ðsÞds

 !

dX. ðf Þ

6
1

2
Ka2ðtÞdX. ðf Þ

6
5c0
9

Ka1ðtÞdX. ðf Þ;

ð29Þ

where c0 is given by (17). Considering (26) and (29) and arguing by induction, we conclude that

rmþ1ðt; n;gÞ 6
1

2
Kmamþ1ðtÞdX. ðf Þ 6

5

9
ðc0ðb� aÞKÞ

ma1ðtÞdX. ðf Þ; t 2 ½a; b�; ð30Þ

for any mP 0. Therefore, using (19) and the equality maxs2½a;b�a1ðsÞ ¼ 1
2
ðb� aÞ; we get

j umþjðt; n;gÞ � umðt; n;gÞ j 6
X

j

i¼1

rmþiðt; n;gÞ

6
5

9
a1ðtÞ

X

j

i¼1

ðc0ðb� aÞKÞ
mþi�1

dX. ðf Þ

6
5ðb� aÞ

18
ðc0ðb� aÞKÞ

m
X

j�1

i¼0

ðc0ðb� aÞKÞ
i
dX. ðf Þ

ð31Þ

for any t 2 ½a; b�;mP 0, and jP 1. In view of assumption (16), the sums involved in (31) are bounded and

limm!1ðc0ðb� aÞKÞ
m
¼ 0. Therefore, (31) implies that fumð�; n;gÞ : mP 0g is a Cauchy sequence in Cð½a; b�;RnÞ. Passing to

the limit as j ! 1 in (31), one arrives at (18).

5. Properties of the function u‘ð�; n; gÞ

In terms of function u1ð�; n;gÞ, one can characterise the solvability of the two-point problem with separated conditions

(7). More precisely, apart of system (1), consider the forced system
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u0ðtÞ ¼ f ðt;uðtÞÞ þ lðb� aÞ
�1

; t 2 ½a; b�; ð32Þ

where l ¼ col l1; . . . ;ln

� �

2 Rn is a control parameter.

Theorem 7. Let n 2 D0 and g 2 D1 be fixed. Let there exist a non-negative vector .wit property (15) such that f 2 LipKðX.Þwith a

matrix K for which (16) holds. Then, for the solution of system (32) with

uðaÞ ¼ n ð33Þ

to have the property

uðbÞ ¼ g; ð34Þ

it is necessary and sufficient that

l ¼ Dðn;gÞ; ð35Þ

where Dðn;gÞ is given by (12). Moreover, in the case where (35) holds, the solution of the initial value problem (32) and (33) coin-

cides with u1ð�; n;gÞ.
In other words, for any given pair ðn;gÞ, the vector Dðn;gÞ is the only value of l in (32) for which the solution of (32) and

(33) satisfies the two-point boundary conditions (7).

Proof of Theorem 7. Sufficiency. Assume that (35) holds. In that case, (10) coincides with (32). By virtue of Proposition 1, the

function u1ð�; n;gÞ is the unique solution of the initial value problem (10), (11) and, moreover, u1ðb; n;gÞ ¼ g. Thus, u1ð�; n;gÞ
is a solution of (32) and (34).

Necessity. Let ulð�; nÞ denote the solution of the initial value problem (32) and (33). It is obvious from (32) and (33) that

ulðt; nÞ ¼ nþ

Z t

a

f ðs;ulðs; nÞÞdsþ l
t � a

b� a
; t 2 ½a; b�: ð36Þ

It follows immediately from (36) that the value of l can be represented as

l ¼ ulðb; nÞ � n�

Z b

a

f ðs;ulðs; nÞÞds ð37Þ

and, therefore,

ulðt; nÞ ¼ nþ

Z t

a

f ðs;ulðs; nÞÞdsþ
t � a

b� a
ulðb; nÞ � n�

Z b

a

f ðs;ulðs; nÞÞds

 !

; t 2 ½a; b�; ð38Þ

for any l. In particular, uDðn;gÞð�; nÞ satisfies the equation

uDðn;gÞðt; nÞ ¼ nþ

Z t

a

f ðs;uDðn;gÞðs; nÞÞdsþ
t � a

b� a
g� n�

Z b

a

f ðs;uDðn;gÞðs; nÞÞds

 !

; t 2 ½a; b�; ð39Þ

since, in view of Proposition 1, uDðn;gÞð�; nÞ coincides with u1ð�; n;gÞ and the latter function has the property u1ðb; n;gÞ ¼ g.
Assuming now that

ulðb; nÞ ¼ g; ð40Þ

we immediately find from (38) and (39) that each of the functions ulð�; nÞ and uDðn;gÞð�; nÞ satisfies Eq. (13), where u0ð�; n;gÞ is
given by (8). By Theorem 3, the function u1ð�; n;gÞ, which is the uniform limit of the successive approximations (9), is the

only solution of (13). Therefore, under assumption (40), ulð�; nÞ coincides with u1ð�; n;gÞ. Recalling (37), we conclude that

l necessarily has form (35) in that case.

Theorem 7 leads one immediately to the following

Proposition 8. Under the assumptions of Theorem 3, the function u1ð�; n;gÞ is a solution of the boundary value problem (1) and

(2) if and only if the pair ðn;gÞ satisfies the system of 2n equations

Dðn;gÞ ¼ 0; ð41Þ

/ðu1ð�; n;gÞÞ ¼ d; ð42Þ

where D : D0 � D1 ! R
n is given by (12).

Proof. It suffices to apply Theorem 7 and notice that the differential Eq. (10) coincides with (1) if and only if ðn;gÞ satisfies
(41). h
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Equations of the type appearing in the last proposition are usually referred to as a determining equations and, indeed, as

the following statement shows, the system of Eqs. (41) and (42) determines all possible solutions of the original boundary

value problem (1), (2) with graphs lying in X..

Theorem 9. Let there exist a non-negative vector . with property (15) such that f 2 LipKðX.Þ with a matrix K for which (16)

holds.

1. If there exists a pair ðn;gÞ 2 D0 � D1 satisfying (41) and (42), then the non-local boundary value problem (1) and (2) has a

solution uð�Þ such that

fuðtÞ : t 2 ½a; b�g � X. ð43Þ

and uðaÞ ¼ n;uðbÞ ¼ g.
2. If the boundary value problem (1) and (2) has a solution uð�Þ such that (43) holds, then the pair ðuðaÞ;uðbÞÞ is a solution of

system (41) and (42).

Proof. The first assertion is an immediate consequence of Theorem 3 and Propositions 1 and 8 since u1ð�; n;gÞ is the required

solution in that case. To prove the second one, assume that problem (1) and (2) has a solution u with property (43). Then u is

a solution of the Cauchy problem (32) and (33) with l ¼ 0 and n ¼ uðaÞ and, therefore, by Theorem 3,

u ¼ u1ð�;uðaÞ;uðbÞÞ: ð44Þ

In view of Theorem 7, we obtain

Dðn;uðbÞÞ ¼ 0; ð45Þ

which means that (41) holds with g ¼ uðbÞ. Finally, equality (42) is an immediate consequence of (44) and the assumption

that /ðuÞ ¼ d. h

6. Approximation of a solution

The last theorem suggests an approach to the study of the non-local problem (1) and (2) by looking for its solution among

those of the family of equations (13), which are, as Theorem 7 shows, motivated by auxiliary problems with separated two-

point conditions (7). The study of the problem then consists of two parts, namely, the analytic part, when the integral Eq. (13)

is dealt with by using the method of successive approximations (9), and the numerical one, which consists in finding a values

of the 2n unknown parameters from the system of Eqs. (41) and (42). This closely correlates with the idea of the Lyapunov–

Schmidt reduction (see, e.g., [12]). The solvability of the determining system (41) and (42), in turn, can be established in a

rigorous manner by studying some its approximate versions

Dmðn;gÞ ¼ 0; ð46Þ

/ðumð�; n;gÞÞ ¼ d; ð47Þ

where m is fixed and Dm : D0 � D1 ! R
n is given by the relation

Dmðn;gÞ :¼ g� n�

Z b

a

f ðs;umðs; n;gÞÞds ð48Þ

for all ðn;gÞ 2 D0 � D1. The solvability analysis based on properties of equations (46) and (47), which can be carried out by

analogy to [3,4,13], is not treated here.

In practice, one constructs analytically the function um0
ð�; n;gÞ for a certain m0 keeping n and g as parameters, then finds

numerically a root ð~n;
~gÞ of the approximate determining system (46) and (47) with m ¼ m0, and forms the function

Um0
ðtÞ :¼ um0

ðt; ~n; ~gÞ; t 2 ½a; b�; ð49Þ

which is natural to be interpreted as the m0th approximation of a solution of the original problem (1) and (2) the values of

which at a and b lie in a neighbourhood of ~n and ~g respectively. Possible multiple roots of system (46) and (47), under appro-

priate assumptions, correspond to multiple solutions of the exact determining system (41), (42) and, thus, determine distinct

solutions of the given problem.

The above-mentioned property of Um0
is justified by the estimate

ju1ðt; ~n;
~gÞ � Um0

ðtÞj 6
5

9
a1ðtÞðc0ðb� aÞKÞ

m0 1n � ðc0ðb� aÞKÞð Þ
�1
dX. ðf Þ; t 2 ½a; b�; ð50Þ

which is a direct consequence of inequality (18) of Theorem 3. In (50), . is the vector appearing in Theorem 3, whereas dX. ðf Þ

and c0 are given by (6) and (17) respectively. Note that, by Theorem 9, a solution of problem (1) and (2), when it exists,
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necessarily has the form u1ð�; n�;g�Þ, where ðn�;g�Þ satisfies (41) and (42). The pair ð~n; ~gÞ involved in (50) is, in a sense, an

approximation of the explicitly unknown ðn�;g�Þ. A rigorous proof of the existence of the solution in question would involve

an analysis of the approximate determining Eqs. (46) and (47) in the spirit of [4,13].

The most difficult part of the scheme is, of course, the construction of the function um0
ð�; n;gÞ. Quite often systems of sym-

bolic computation can be used for this purpose, which facilitates greatly the operations with functions depending on multi-

ple parameters. Otherwise, if the explicit integration in the (9) if impossible or difficult, one employs suitable modifications

of the formulae which, at the expense of a certain loss in accuracy, lead one to schemes better suited for practical realisation.

We mention two natural modifications of this kind which make the scheme more constructive.

Version 1 (‘‘Frozen’’ parameters) Instead of fum : mP 0g defined by (9), one uses the sequence fvm : mP 0g defined by

the equalities

v0ðt; n;gÞ :¼ u0ðt; n;gÞ; t 2 ½a; b�; ð51Þ

and

vmþ1ðt; n;gÞ :¼ u0ðt; n;gÞ þ
Z t

a

f ðs;vmðs; nm;gmÞÞds�
t � a

b� a

Z b

a

f ðs; vmðs; nm;gmÞÞds; t 2 ½a; b�; ð52Þ

for any m ¼ 0;1; . . ., where u0ð�; n;gÞ is given by (8) and ðnm;gmÞ is a root of the system

g� n ¼

Z b

a

f ðs; vm s; n;gð ÞÞds;

/ðvmð�; n;gÞÞ ¼ d:

ð53Þ

Then one defines the function Um0
, which is to be treated as them0th approximation of a solution uwith ðuðaÞ;uðbÞÞ lying in a

neighbourhood of ðnm0
;gm0

Þ, as

Um0
ðtÞ :¼ vm0

ðt; nm0
;gm0

Þ; t 2 ½a; b�: ð54Þ

Note that, as follows from (51) and (52), the mapping ðn;gÞ# vmðt; n;gÞ is linear for any t 2 ½a; b� and, moreover, the

dependence on the parameters in (52) is localised to the first summand outside the integration sign. This facilitates greatly

the construction of iterations compared to formula (9). For the same reason, system (53), which has to be solved numerically,

is considerably simpler than (46) and (47).

System (53) should be solved in a domain where the values ðuðaÞ;uðbÞÞ of a solution are expected to lie. A natural starting

point for that is a root ðn0;g0Þ of the zeroth approximate determining system ((46) and (47) with m ¼ 0):

g� n ¼

Z b

a

f ðs; u0ðs; n;gÞÞds;

/ðu0ð�; n;gÞÞ ¼ d;

ð55Þ

where u0 is given by (8).

Version 2 (Polynomial interpolation) Formula (52) is modified so that the polynomial approximations of the integrands are

used, i.e., instead of (9), one uses the formula

vmþ1ðt; n;gÞ :¼ u0ðt; n;gÞ þ
Z t

a

plf ð�; vmð�; nm;gmÞÞ sð Þds�
t � a

b� a

Z b

a

plf ð�; vmð�; nm;gmÞÞ sð Þds; t 2 ½a; b�;

where l is fixed and ply stands for the polynomial of degree l interpolating the function y at l suitably chosen nodes. The sub-

stantiation is similar to other similar cases (see, e.g., [14] where Dirichlet problems for systems of two equations are consid-

ered). In this case, one assumes that f satisfies the Dini condition in the time variable [15].

Combining Versions 1 and 2 and using computer algebra systems to facilitate the computation, one arrives at a scheme

which is quite efficient and easy to be programmed.

7. A numerical example

Let us apply the numerical-analytic approach described above to the system of differential equations

u0
1ðtÞ ¼ u2

2ðtÞ �
t

5
u1ðtÞ þ

t3

100
�

t2

25
;

u0
2ðtÞ ¼

t2

10
u2ðtÞ þ

t

8
u1ðtÞ �

21

800
t3 þ

1

16
t þ

1

5
; t 2 0;1=2½ �;

ð56Þ

considered under the non-linear boundary conditions of integral type

Z 1
2

0

su1ðsÞu2ðsÞds ¼ �
197

48000
;

Z 1
2

0

s2u2
2ðsÞds ¼

1

4000
: ð57Þ
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Problem (56) and (57) has form (1) and (2) with a ¼ 0; b ¼ 1=2,

u# /ðuÞ :¼

R 1
2

0 su1ðsÞu2ðsÞds
R 1

2

0 s
2u2

2ðsÞds

0

@

1

A;

and the obvious definitions of the function f : ½0;1=2� � R2 ! R
2 and vector d.

We need to choose some domains where the values of a solution at 0 and 1=2 should belong. Let us put, e.g.,

D0 :¼ ðu1;u2Þ : �0:55 6 u1 � 0:45;�0:2 6 u2 � 0:15f g; D1 :¼ D0: ð58Þ

It is clear from (4) that BðD0;D0Þ ¼ D0 and, therefore, according to (14), we have X ¼ D0 in this case. Putting

. :¼ col 0:2;0:2ð Þ; ð59Þ

we find that the componentwise .-neighbourhood of the set X has the form

X. ¼ ðu1;u2Þ : �0:75 6 u1 � 0:65;�0:4 6 u2 � 0:35f g ð60Þ

and, according to (6), one gets that dX. ðf Þ ¼ col 0:3;0:10625ð Þ.

Therefore,

b� a

4
dX. ðf Þ ¼

0:0375

0:01328125

� �

6
0:2

0:2

� �

¼ .; ð61Þ

which means that the value of . given by (59) satisfies inequality (15) of Theorem 3. A direct computation also shows that

f 2 LipKðX.Þ with

K :¼
1=10 9=10

1=16 1=40

� �

and, therefore,

3

20
rðKÞ ¼ 0:045 < 1; ð62Þ

which means that (16) holds. We see that all the conditions of Theorem 3 are satisfied. The sequence of functions (9) is thus

convergent and one can continue to the construction of approximations.

According to Theorem 9, the number of roots of the determining system (41) and (42) in D0 � D1 coincides with the num-

ber of solutions u of problem (56) and (57) with fuð0Þ;uð1=2Þg lying in the set (60). The approximate determining systems

(46) and (47) are regarded as approximations to (41), (42) and, thus, their roots may serve as approximations to those of (41)

and (42). Let us consider several approximations of a concrete solution.

We start from the zeroth approximation, in which case no iteration is carried out at all. Formula (8) in this example gives

u0iðt; n;gÞ ¼ ð1� 2tÞni þ 2tgi ð63Þ

for i ¼ 1;2, where um ¼ colðum1;um2Þ;mP 0. Substituting (63) into (48), we find that the zeroth approximate determining

system D0ðn;gÞ ¼ 0 in this case has the form

�
119

60
n1 þ

61

30
g1 �

1

6
ðg2 � n2Þ

2 � n2ðg2 � n2Þ � n22 þ
29

9600
¼ 0;

�
961

480
n2 þ

319

160
g2 �

1

96
n1 �

1

48
g1 �

5499

25600
¼ 0:

ð64Þ

It is easy to verify that the pair of functions

u�
1ðtÞ ¼

t2

20
�
1

2
; u�

2ðtÞ ¼
t

5
; t 2 ½0;1=2�; ð65Þ

is a solution of problem (56) and (57). Obviously, ðu�
1ð0Þ;u

�
2ð0ÞÞ ¼ ðn�1; n

�
2Þ and ðu�

1ð1=2Þ;u
�
2ð1=2ÞÞ ¼ ðg�

1;g
�
2Þ with

n�1 ¼ �0:5; n�2 ¼ 0;

g�
1 ¼ �0:4875; g�

2 ¼ 0:1:
ð66Þ

Solving the system of Eqs. (64) in a neighbourhood of the point ð�0:5;0; 0:4875;0:1Þ, we find its root ðn01; n02;g01;g02Þ:

n01 	 �0:5018743329; n02 	 �0:2568969557 � 10�5

g01 	 �0:4893794933; g02 	 0:1000006422
ð67Þ
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and, after the substitution of (67) into (63), obtain the corresponding zeroth approximation U0 ¼ u0ð�; n0;g0Þ of solution (65):

U01ðtÞ 	 �0:5018743329þ 0:0249896794 t;

U02ðtÞ 	 �0:000002568969557þ 0:2000064223 t; t 2 ½0;1=2�;
ð68Þ

shown on Fig. 1. Here and below, we use the notation Um ¼ colðUm1;Um2Þ, nm ¼ colðnm1; nm2Þ, gm ¼ colðgm1;gm2Þ for any m.

According to (8) and (49), the zeroth approximation is always a linear function and, therefore, one cannot expect a sat-

isfactory degree of accuracy at the very beginning of computation (see the graphs of u�
1 and U01 at Fig. 1(a)). However, values

(67) can already serve as approximations of (66) and, thus, even the zeroth approximate determining system (64) helps us to

obtain a certain space localisation of the corresponding roots of the approximate determining systems at further steps.

Indeed, let us construct the first approximation. Using (9) and carrying out computations in Maple, at the first iteration

(m ¼ 1), we obtain

u11ðt; n;gÞ ¼ n1 þ
t4

400
þ
t3

3
4ð�n2 þ g2Þ

2 þ
2

5
ðn1 � g1Þ �

1

25

� �

þ
t2

2
4n2ð�n2 þ g2Þ �

1

5
n1

� �

þ n
2
2t

� 2t �
29

19200
þ
1

6
ð�n2 þ g2Þ

2 �
1

120
n1 �

1

60
g1 þ

1

2
n2ð�n2 þ g2Þ þ

1

2
n
2
2

� �

þ 2tðg1 � n1Þ;

u12ðt; n;gÞ ¼ n2 þ
t

5
þ

t4

20
�n2 þ g2 �

21

160

� �

þ
t3

6
�
1

2
n1 þ

1

2
g1 þ

1

5
n2

� �

þ
t2

16
n1 þ

1

2

� �

�
t

16

5499

1600
þ

1

30
n2 þ

1

10
g2 þ

1

6
n1 þ

1

3
g1

� �

þ 2tðg2 � n2Þ

ð69Þ

for any t 2 ½0;1=2� and fn;gg � D0. Solving numerically the approximate determining system (46) and (47) for m ¼ 1 in a

neighbourhood of ðn01; n02;g01;g02Þ, we find its root ðn11; n12;g11;g12Þ:

n11 	 �0:5000145056; n12 	 5:750026703 � 10�7;

g11 	 �0:4875143149; g12 	 0:1000004007:
ð70Þ

Recall that ðn01; n02;g01;g02Þ is the root (67) of system (64). Using (49) and substituting the values (70) into (69), we obtain

the first and second components of the first approximation U1 ¼ colðU11;U12Þ of the solution of problem (56) and (57):

U11ðtÞ ¼ �0:5000145056þ
t4

400
� 0:001666738533 t3 þ 0:05000156555 t2 þ 0:00010378326 t;

U12ðtÞ ¼ 5:750026703 � 10�7 þ 0:1999349926 t � 0:001562508715 t4 þ 0:001041701733 t3 � 9:066 � 10�7t2
ð71Þ

for t 2 ½0;1=2�. Comparing (71) with (65), we find that the error of the first approximation is estimated as

max
t2½0;1=2�

j u�
1ðtÞ � U11ðtÞ j6 2 � 10�5; max

t2½0;1=2�
j u�

2ðtÞ � U12ðtÞ j6 6 � 10�6: ð72Þ

The graphs of the solution (65) and its first approximation are shown on Fig. 2. Considering estimates (72), we see that, in

fact, there is no need to draw the graphs of any higher approximations.

(a) First component (b) Second component

Fig. 1. The exact solution u� (solid line) and its zeroth approximation U0 (dots).
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In case a better accuracy is needed, higher approximations can be constructed in a similar manner. For example, solving

the second approximate determining system (46) and (47) (m ¼ 2), we obtain the roots

n21 	 �0:4999999582; n22 	 �1:145685349 � 10�8;

g21 	 �0:4874999580; g22 	 0:09999998851
ð73Þ

and the corresponding second approximation U2 ¼ colðU21;U22Þ of the form

U21ðtÞ ¼ �0:4999999582þ 2:712673614 � 10�7t9 � 4:06900898 � 10�7t8

þ 1:550086457 � 10�7t7 � 0:00018746609 t6 þ 0:0001499728534 t5 þ 5:7900 � 10�10t4

� 0:00001562404305 t3 þ 0:04999999353 t2 þ 3:9424 � 10�7t;

U22ðtÞ ¼ �1:145685349 � 10�8 þ 0:1999998999 t � 0:00002232142859 t7

þ 0:0000694444383 t6 � 0:00004166661640 t5 � 0:000001627838355 t4

þ 0:00000434008107 t3 þ 2:61 � 10�9t2

ð74Þ

for all t 2 ½0;1=2�. We see that (73) as an approximation of (66) is more accurate than (70). A further computation leads to the

uniform estimates

max
t2½0;1=2�

j u�
1ðtÞ � U21ðtÞ j6 6 � 10�8; max

t2½0;1=2�
j u�

2ðtÞ � U22ðtÞ j� 1:5 � 10�8;

which are significantly better than (72) for U1. The third approximation U3, not given here explicitly, provides still better

accuracy:

max
t2½0;1=2�

j u�
1ðtÞ � U31ðtÞ j� 8 � 10�10; max

t2½0;1=2�
j u�

2ðtÞ � U32ðtÞ j� 1:5 � 10�10:

(a) First component (b) Second component

Fig. 2. Solution (65) and its first approximation (71). The graphs of the components of U1 (the symbol ‘}’) visually coincide with those of u� drawn with the

solid line.

(a) First component (b) Second component

Fig. 3. The zeroth (‘�’), first (‘
’), second (‘}’) and third (‘�’) approximations to ~u.
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Let us now note that the considerations shown above have been related to the approximation of solution (65), which is

known explicitly in this particular example. A computation shows however that, along with (67), the zeroth approximate

determining system (64) has another root

~n01 	 0:3954059502; ~n02 	 �0:1592025648;

~g01 	 0:389899163; ~g02 	 �0:0459889168
ð75Þ

and, likewise, the first approximate determining system, along with its root (70), has the root

~n11 	 0:3923536713; ~n12 	 �0:1570525052;

~g11 	 0:386849396; ~g12 	 �0:04383992217:
ð76Þ

This indicates a possible existence of a solution ~u ¼ col ~u1; ~u2ð Þ of the boundary value problem (56) and (57) which is dif-

ferent from (65) and has the initial data ð~u1ð0Þ; ~u2ð0Þ; ~u1ð1=2Þ; ~u2ð1=2ÞÞ in a neighbourhood of the corresponding values

(76). The rigorous analysis confirming the existence of ~u, which consists in the verification of suitable sufficient conditions

similar to [3], is omitted here, and we focus on the construction of approximations only. In this case, arguing as shown

above and substituting the values from (76) into (69), we obtain the following expression for the first approximation

to ~u :

eU11ðtÞ ¼ 0:3923536713þ 0:0025 t4 þ 0:004490021967 t3 � 0:07479600670 t2 þ 0:02495444725 t;

eU12ðtÞ ¼ �0:1570525052þ 0:200075291 t � 0:0009018708475 t4 � 0:005693773113 t3 þ 0:05577210445 t2

for t 2 ½0;1=2�. Solving the second determining system in a neighbourhood of ð~n11; ~n12; ~g11; ~g12Þ, we find

~n21 	 0:3923271761; ~n22 	 �0:1570509845;

~g21 	 0:3868231849; ~g22 	 �0:04383842534;
ð77Þ

and obtain the second approximation eU2 of ~u:

eU21ðtÞ ¼ 0:3923271761þ 9:037479779 � 10�8t9 þ 0:000001283746929 t8

� 0:000009739630169 t7 � 0:0002493277103 t6 þ 0:0000434563574 t5 þ 0:01226591636 t4

� 0:00749262869 t3 � 0:07065485865 t2 þ 0:02466458183 t;

eU22ðtÞ ¼ �0:1570509845þ 0:2000007654 t � 0:00001288388631 t7 � 0:00004281164578 t6

þ 0:001227658392t5 � 0:0038978801 t4 � 0:004195302573 t3 þ 0:0557704485 t2

ð78Þ

for t 2 ½0;1=2�. Similarly, one finds the root of the third approximate determining system

~n31 	 0:3923269706; ~n32 	 �0:1570509371;

~g31 	 0:3868229824; ~g32 	 �0:04383837836
ð79Þ

(a) First component (b) Second component

Fig. 4. The residual functions of the first (‘
’), second (‘}’) and third (‘�’) approximations to ~u.
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and constructs the third approximation eU3:

eU31ðtÞ ¼ 0:3923269706þ 1:106630226 � 10�11t15 þ 7:879714253 � 10�11t14

� 2:29239859 � 10�9t13 � 3:896994250 � 10�10t12 þ 1:755383703 � 10�7t11

� 0:00000109051396 t10 � 3:431360411 � 10�7t9 þ 0:00002580341034 t8

þ 0:00001123554886 t7 � 0:0008109829273 t6 þ 0:0008310140856 t5

� 0:0003399644806 t5 þ 0:00634405846 t4 � 0:00149463484 t3 � 0:0694077454 t2

þ 0:02241968655 t þ 0:01193924453 t4 � 0:007483401567 t3 � 0:07064300545 t2

þ 0:02466500215 t;

eU32ðtÞ ¼ �0:1570509371þ 0:200000005 t þ 1:026986386 � 10�9t11 � 1:12792034 � 10�7t10

� 6:109572563 � 10�7t9 þ 0:00001144998193 t8 � 0:00005490798177 t7 þ 0:0001856181722 t6

þ 0:000928093109 t5 � 0:00377044416 t4 � 0:004207340707 t3 þ 0:05577043565 t2

ð80Þ

for t 2 ½0;1=2�.

The graphs of the functions Umi;m ¼ 1;2;3; i ¼ 1;2, presented on Fig. 3, show a clear tendency of convergence to
~ui; i ¼ 1;2. Substituting the third approximation (80) into the differential system (56), one obtains a residual such that

max
t2 0;1=2½ �

eU 0
31 tð Þ � eU2

32ðtÞ þ
t

5
eU31ðtÞ �

t3

100
þ

t2

25

����

���� 	 1:530806 � 10�9;

max
t2 0;1=2½ �

eU 0
32 tð Þ �

t2

10
eU32ðtÞ þ

t3

50
�
1

5

����

���� 	 9:9868 � 10�11;

whereas the residual of the first approximation U1 does not exceed 0.0004 (see also Fig. 4).
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Abstract. We show how a suitable interval division and parametrisation technique can
help to essentially improve the convergence conditions of the successive approximations
for solutions of systems of non-linear ordinary differential equations under non-local
boundary conditions. The application of the technique is shown on an example of a
problem with non-linear integral boundary conditions involving values of the unknown
function and its derivative.

Keywords: non-local boundary conditions, parametrisation, successive approxima-
tions, interval division.
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1 Introduction

Recently, boundary value problems with non-local conditions for non-linear differential equa-
tions have attracted much attention (see, e. g., the editorial note [1] and the rest of the issue
for extensive references). Problems with non-local boundary conditions are usually treated by
using equivalent reformulation as a suitable fixed point or coincidence equation, for which
purpose, as a rule, one uses Green’s operator of a linearised problem. The process of approx-
imation of the solution based directly on this kind of representations, however, may be quite
complicated.

A reasonably efficient way to deal with this kind of problems is provided by methods
of numerical-analytic type (see, e. g., [3]). Since convergence conditions often involve terms
proportional to the length of the time interval, the conditions needed for the applicability
of this type of methods can be significantly weakened if one constructs the scheme using a
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suitable interval division. It turns out that, by introducing a single intermediate point, one can

weaken the convergence conditions by half at the cost of one more variable in the parameter

list (see [5–7]). In [7], where mainly the periodic problem is considered, we also note that it is

possible to consider multiple interval divisions. A scheme of this kind, which is applicable to

the case of general boundary conditions, is constructed in the present note.

The approach that we are going to discuss is based on a suitable parametrisation, so that

the values of approximations to a solution are monitored at multiple time instants. In this

way, it can be regarded as an efficient alternative to the multiple shooting [2, 10] and may be

well applicable also in the cases where shooting procedures fail. The latter may happen either

because of the complicated character of the boundary conditions (according to our knowl-

edge, the currently available shooting schemes are designed for the cases where the boundary

conditions are local two-point) or, more importantly, due to the failure to satisfy the basic

assumptions needed to apply the method. Indeed, one may note that shooting methods re-

quire the existence of sufficiently many derivatives of the non-linearity (in particular, because

Newton-like methods are commonly used to solve the corresponding numerical equations,

see, e.g., [10, p. 516] or [11, p. 375]). Furthermore, in order to carry out shooting, one has to

be sure that the initial value problem for the differential equation in question has always a

unique solution defined on the entire given time interval. The smoothness of the non-linearity

alone is insufficient: consider, e. g., u′ = u2 on [a, b] with u(a) = 1/(λ − a), where a < λ < b;

then the solution u(t) = 1/(λ − t) is undefined at t = λ. Last, but not least, the existence of

a solution is usually assumed a priori when applying shooting methods. In contrast to this,

the approach that we suggest here, in many cases, allows one to prove the solvability of the

problem in a rigorous way (see, e. g., [7, 9]).

Here, we study the non-linear boundary value problem

u′(t) = f (t, u(t)) , t ∈ [a, b] , (1.1)

φ(u) = d, (1.2)

where f : [a, b]× R
n
→ R

n, d ∈ R
n is a given vector, and φ is a vector functional on the space

of absolutely continuous functions (generally speaking, non-linear).

Following the idea used in numerical methods for approximate solution of initial value

problems for ordinary differential equations, let us fix a natural N and choose N + 1 grid

points

t0 = a, tk = tk−1 + hk, k = 1, . . . , N − 1, tN = b, (1.3)

where hk, k = 1, . . . , N − 1, are the corresponding step sizes. Thus, [a, b] is divided into N

subintervals [t0, t1], [t1, t2], [t2, t3], . . . , [tN−1, tN ]. Of course, one can use a constant step size in

(1.3): hk = N−1(b − a), k = 1, 2, . . . , N; the more general form (1.3), however, may allow one

to pose better conditions on the non-linearity in the corresponding region.

The aim of this note is to present an approach to problems of type (1.1)–(1.2) which is

similar in principle to [7] and is also based on reductions to certain simpler problems with

unknown parameters. The auxiliary two-point problems are constructed here with multiple

interval divisions, which leads one to convergence conditions significantly weaker than in the

case of a single intermediate point. Here, in contrast to the case of linear two-point conditions

discussed in [6, 7], the exact fulfilment of the boundary condition for approximations is not

guaranteed any more (of course, the boundary condition is satisfied exactly in the limit). The

advantage is, however, that many different types of boundary conditions can be thus handled
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in a unified way, the specific properties of the problem being transferred to the determining

equations. It seems that, in the case of general boundary value problems, interval division for

approximations constructed analytically is employed here for the first time.

2 Notation

We fix an n ∈ N and a bounded closed set D ⊂ R
n. For vectors x = col(x1, . . . , xn) ∈ R

n

the obvious notation |x| = col(|x1| , . . . , |xn|) is used and the inequalities between vectors are

understood componentwise. The same convention is adopted implicitly for operations like

“max” and “min”.

1n and 0n are, respectively, the unit and zero matrices of dimension n.

r(K) is the maximal, in modulus, eigenvalue of a matrix K.

For a set D ⊂ R
n, closed interval [a, b] ⊂ R, Carathéodory function f : [a, b]× D → R

n,

n × n matrix K with non-negative entries, we write f ∈ LipK(D) if the inequality

| f (t, u)− f (t, v)| ≤ K |u − v| (2.1)

holds for all {u, v} ⊂ D and a.e. t ∈ [a, b] .

If ̺ ∈ R
n is a non-negative vector, by the componentwise ̺-neighbourhood of a point

z ∈ R
n we understand the set

O̺(z) := {ξ ∈ R
n : |ξ − z| ≤ ̺} . (2.2)

Similarly, the componentwise ̺-neighbourhood of a set Ω ⊂ R
n is defined as

O̺(Ω) :=
⋃

ξ∈Ω

O̺(ξ). (2.3)

For given two bounded connected sets D0 ⊂ R
n and D1 ⊂ R

n, introduce the set

B(D0, D1) := {(1 − θ)ξ + θη : ξ ∈ D0, η ∈ D1, θ ∈ [0, 1]}. (2.4)

Finally, given a set D ⊂ R
n and a function f : [a, b]× D → R

n, we put

δ[τ1,τ2],D( f ) := ess sup
(t,x)∈[τ1,τ2]×D

f (t, x)− ess inf
(t,x)∈[τ1,τ2]×D

f (t, x) (2.5)

for any {τ1, τ2} ⊂ [a, b], τ1 < τ2.

The sequence of functions αm(·, τ, I) : [τ, τ + l] → [0, ∞), m = 0, 1, . . . , where l ∈ (0, ∞), is

defined by the relations

α0(t, τ, l) := 1, (2.6)

αm+1(t, τ, l) :=

(

1 −
t − τ

l

)

∫ t

τ
αm(s, τ, l)ds +

t − τ

l

∫ τ+I

t
αm(s, τ, l)ds (2.7)

for all t ∈ [τ, τ + l] and m ≥ 0. Functions (2.7) have the following properties essentially used

below.

Lemma 2.1 ([3, Lemma 3.16]). Let τ and l be given. Then, for all t ∈ [τ, τ + l], the functions

αm(·, τ, l), m ≥ 1, satisfy the estimates

αm+1(t, τ, l) ≤
10

9

(

3l

10

)m

α1(t, τ, l) (2.8)
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if m ≥ 0 and

αm+1(t, τ, l) ≤
3l

10
αm(t, τ, l) (2.9)

if m ≥ 2.

Lemma 2.2 ([4, Lemma 2]). For an arbitrary essentially bounded function f : [τ, τ + l] → R
n, the

estimate

∣

∣

∣

∣

∣

∫ t

τ

(

f (τ)−
1

l

∫

τ+l

τ

f (s)ds

)

dτ

∣

∣

∣

∣

∣

≤
1

2
α1(t, τ, l)

(

ess sup
s∈[τ,τ+l]

f (s)− ess inf
s∈[τ,τ+l]

f (s)

)

(2.10)

is true for a.e. t ∈ [τ, τ + l] .

It follows from (2.7) that

α1(t, τ, l) = 2 (t − τ)

(

1 −
t − τ

l

)

, t ∈ [τ, τ + l] , (2.11)

and maxt∈[τ,τ+l] α1(t, τ, l) = l/2.

3 Parametrisation and auxiliary problems

3.1 Parameter sets

Let us fix certain closed bounded sets

Dk ⊂ R
n, k = 0, 1, 2, . . . , N, (3.1)

and focus on the absolutely continuous solutions u of problem (1.1)–(1.2) whose values at

nodes (1.3) lie in the corresponding sets (3.1), i. e., the solutions u such that

u(tk) ∈ Dk, k = 0, 1, 2, . . . , N. (3.2)

Given sets (3.1), we introduce the sets

Dk−1,k := B(Dk−1, Dk), k = 1, 2, . . . , N, (3.3)

and, for any non-negative vector ̺, put

Ωk(̺) := O̺(Dk−1,k), k = 1, 2, . . . , N. (3.4)

Recall that, according to (2.3), (2.4), Dk−1,k is the set of all possible straight line segments join-

ing points of Dk−1 with points of Dk, whereas Ωk(̺) is the componentwise ̺-neighbourhood

of Dk−1,k.
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3.2 Freezing

The idea that we are going to use suggests to replace the original non-local problem (1.1)–(1.2)

by a suitable family of model boundary value problems with simpler boundary conditions

(see, e. g., [8, 9]. Let us do this in the following way. Consider the vectors

z(k) = col (z
(k)
1 , z

(k)
2 , . . . , z

(k)
n ), k = 0, 1, 2, . . . , N, (3.5)

where N is the number of nodes from (1.3). These vectors will be regarded as unknown

parameters whose values are to be determined. Let us “freeze” the values of u at the nodes

(1.3) by formally putting

u(tk) = z(k), k = 0, 1, 2, . . . , N, (3.6)

and consider the restrictions of equation (1.1) to each of the subintervals of the division:

x′(t) = f (t, x(t)), t ∈ [tk−1, tk] . (3.7)

Then, in a natural way, we have

x(tk−1) = z(k−1), x (tk) = z(k), k = 1, 2, . . . , N. (3.8)

For any fixed k = 1, 2, . . . , N, relations (3.7), (3.8) can be regarded formally as an overde-

termined boundary value problem with two-point boundary conditions containing unknown

parameters z(k−1) and z(k). This leads one to a kind of reduction principle where, instead of

the original equation (1.1), one considers the parametrised problems (3.7), (3.8) and tries to

determine the appropriate value of z(0), z(1), . . . , z(N).

Due to the form of the boundary condition (3.8), it is natural to apply to (3.7), (3.8) tech-

niques similar to those used in [7] for two-point problems. This is done in Section 4.2 below,

where the successive approximations x
(k)
m (·, z(k−1), z(k)), m ≥ 0, defined, respectively, on the

intervals

[tk−1, tk] , k = 1, 2, . . . , N, (3.9)

are constructed. Note that the differential equation (3.7) is considered on an interval of length

hk (see (1.3)).

4 Interval division and successive approximations

4.1 Assumptions

Let us fix the sets Dk ⊂ R
n, k = 0, 1, . . . , N, from (3.1). We make the following assumptions.

Assumption 4.1. There exist non-negative vectors ̺(1), ̺(2), . . . , ̺(N) such that

̺(k) ≥
hk

4
δ[tk−1,tk ],Ωk(̺(k))

( f ) (4.1)

for all k = 1, 2, . . . , N.

Recall that Ωk(̺
(k)) is a ̺(k)-neighbourhood of Dk−1,k (see (3.4)). We suppose that f is

Lipschitzian, in the space variable, on the sets Ωk(̺
(k)), k = 1, 2, . . . , N. Namely,

Assumption 4.2. There exist non-negative matrices K1, K2, . . . , KN such that

f ∈ LipKk

(

Ωk(̺
(k))

)

, k = 1, 2, . . . , N. (4.2)
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Finally, we assume in the sequel that the matrices K1, K2, . . . , KN involved in (4.2) satisfy

the conditions

r(Kk) <
10

3hk
, k = 1, . . . , N. (4.3)

Assumptions 4.1 and 4.2, together with condition (4.3), are used to prove the applicabil-

ity of the techniques described below. They mean essentially that the non-linearities in the

equation are Lipschitzian on sufficiently large domains (̺(k) satisfies inequality (4.1)) with

sufficiently small constants (condition (4.3)). It should be noted, however, that (4.1) and (4.3)

are both satisfied if the number N of nodes in (1.3) is large enough. Thus, the basic and, in

fact, the only restrictive assumption in this note is that f is Lipschitzian on a bounded set.

4.2 Successive approximations

For any fixed values z(0), z(1), . . . , z(N), define the sequences of functions x
(k)
m : [tk−1, tk]×R

n ×

R
n → R

n, k = 1, 2, . . . , N, m = 0, 1, 2, . . . , by putting

x
(k)
0

(

t, z(k−1), z(k)
)

:=

(

1 −
t − tk−1

hk

)

z(k−1) +
t − tk−1

hk
z(k), (4.4)

x
(k)
m

(

t, z(k−1), z(k)
)

:= z(k−1) +
∫ t

tk−1

f
(

s, x
(k)
m−1

(

s, z(k−1), z(k)
))

ds

−
t − tk−1

hk

∫ tk

tk−1

f
(

s, x
(k)
m−1

(

s, z(k−1), z(k)
))

ds

+
t − tk−1

hk
(z(k) − z(k−1)) (4.5)

for all m = 1, 2, . . . and t ∈ [tk−1, tk], k = 1, 2, . . . , N.

In view of (4.4), relation (4.5) can be represented alternatively as

x
(k)
m

(

t, z(k−1), z(k)
)

= x
(k)
0

(

t, z(k−1), z(k)
)

+
∫ t

tk−1

f
(

s, x
(k)
m−1

(

s, z(k−1), z(k)
))

ds

−
t − tk−1

hk

∫ tk

tk−1

f
(

s, x
(k)
m−1

(

s, z(k−1), z(k)
))

ds. (4.6)

One can see from (4.4) that the graphs of the functions x
(k)
0

(

·, z(k−1), z(k)
)

, k = 1, 2, . . . , N, form

a broken line joining the points (tk, z(k)), k = 1, 2, . . . , N. By virtue of (4.6), this implies, in

particular, that all the functions (4.5) have property (3.8), i. e.,

x
(k)
m

(

tk−1, z(k−1), z(k)
)

= z(k−1), x
(k)
m

(

tk, z(k−1), z(k)
)

= z(k) (4.7)

for any k = 1, 2, . . . , N, independently of the values of z(0), z(1), . . . , z(N).

5 Convergence of successive approximations

It turns out that the sequences {x
(k)
m (·, z(k−1), z(k)) : m ≥ 0}, k = 1, 2, . . . , N given by (4.4) and

(4.5) are helpful for the investigation of solutions of the given problem (1.1)–(1.2).

Theorem 5.1. Let Assumptions 4.1 and 4.2 hold and, moreover, the corresponding matrices

K1, K2, . . . , KN satisfy condition (4.3). Then, for any (z(0), z(1), . . . , z(N)) ∈ D0 × D1 × · · · × DN

and k = 1, 2, . . . , N:
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1. The limit

lim
m→∞

x
(k)
m (t, z(k−1), z(k)) =: x

(k)
∞ (t, z(k−1), z(k)) (5.1)

exists uniformly in t ∈ [tk−1, tk].

2. The limit function (5.1) satisfies the conditions

x
(k)
∞ (tk−1, z(k−1), z(k)) = z(k−1), x

(k)
∞ (tk, z(k−1), z(k)) = z(k). (5.2)

3. The function x
(k)
∞ (·, z(k−1), z(k)) is the unique absolutely continuous solution of the integral equa-

tion

x(t) = z(k−1) +
∫ t

tk−1

f (s, x(s))ds −
t − tk−1

hk

∫ tk

tk−1

f (s, x(s))ds

+
t − tk−1

hk
(z(k) − z(k−1)), t ∈ [tk−1, tk] . (5.3)

4. The estimate

∣

∣

∣
x
(k)
∞ (·, z(k−1), z(k))− x

(k)
m (·, z(k−1), z(k))

∣

∣

∣
≤

5

9
α1(t, tk−1, hk)Rm,k δ[tk−1,tk ],Ωk(̺(k))

( f ) (5.4)

holds for m ≥ 0, t ∈ [tk−1, tk], where

Rm,k :=

(

3

10
hkKk

)m (

1n −
3

10
hkKk

)−1

. (5.5)

Proof. The proof is carried out similarly to that of [8, Theorem 3]. Let us fix arbitrary vectors

z(i) ∈ Di, i = 0, 1, . . . , N, and a number k ∈ {1, 2, . . . , N}. We first show that, under the

conditions assumed,

{

x
(k)
m (t, z(k−1), z(k)) : (t, z(k−1), z(k)) ∈ [tk−1, tk]× Dk−1 × Dk

}

⊂ Ωk(̺
(k)) (5.6)

for any m ≥ 0. Indeed, the validity of (5.6) for m = 0 is an immediate consequence of (4.4).

Let us put

r
(k)
m (t, ξ, η) = |x

(k)
m (t, ξ, η)− x

(k)
m−1(t, ξ, η)|, (5.7)

where m = 1, 2, . . . , (ξ, η) ∈ Dk−1 × Dk. Due to estimate (2.10) of Lemma 2.2 with τ = tk−1,

l = hk, relations (4.4) and (4.5) yield

r
(k)
1 (t, z(k−1), z(k)) ≤

1

2
α1(t, tk−1, hk)

(

ess sup
t∈[tk−1,tk ]

f (t, x
(k)
0 (t, z(k−1), z(k)))

− ess inf
t∈[tk−1,tk ]

f (t, x
(k)
0 (t, z(k−1), z(k)))

)

≤
1

2
α1(t, tk−1, hk) δ[tk−1,tk ],Ωk(̺(k))

( f )

≤
hk

4
δ[tk−1,tk ],Ωk(̺(k))

( f ) (5.8)
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for all t ∈ [tk−1, tk], (ξ, η) ∈ Dk−1 × Dk. In view of (4.1), this means that x
(k)
1 (t, ξ, η) ∈ Ωk(̺

(k))

whenever (t, ξ, η) ∈ [tk−1, tk]× Dk−1 × Dk, i. e., (5.6) holds for m = 1. Using this and arguing

by induction with the help of Lemma 2.2, we easily establish that

|x
(k)
m (t, z(k−1), z(k))− x

(k)
0 (t, z(k−1), z(k))| ≤

1

2
α1(t, tk−1, hk) δ[tk−1,tk ],Ωk(̺(k))

( f )

≤
hk

4
δ[tk−1,tk ],Ωk(̺(k))

( f ) (5.9)

for k = 1, 2, . . . , N and m ≥ 2. Therefore, (5.6) holds for any m ≥ 0.

In view of (4.4), (4.5), the identity

x
(k)
m+1(t, z(k−1), z(k))− x

(k)
m (t, z(k−1), z(k))

=
∫ t

tk−1

[

f (s, x
(k)
m (s, z(k−1), z(k)))− f (s, x

(k)
m−1(s, z(k−1), z(k)))

]

ds

−
t − tk−1

hk

∫ tk

tk−1

[

f (s, x
(k)
m (s, z(k−1), z(k)))− f (s, x

(k)
m−1(s, z(k−1), z(k)))

]

ds (5.10)

holds. Using equality (5.10), Assumption 4.2 and Lemmata 2.1 and 2.2, we obtain

r
(k)
2 (t, z(k−1), z(k)) ≤

1

2
Kk

((

1 −
t − tk−1

hk

)

∫ t

tk−1

α1(s, tk−1, hk)ds

+
t − tk−1

hk

∫ tk

t
α1(s, tk−1, hk)ds

)

δ[tk−1,tk ],Ωk(̺(k))
( f )

≤
1

2
Kk α2(t, tk−1, hk) δ[tk−1,tk ],Ωk(̺(k))

( f )

≤
5

9

(

3

10
hkKk

)

α1(t, tk−1, hk) δ[tk−1,tk ],Ωk(̺(k))
( f ) (5.11)

for t ∈ [tk−1, tk]. One then easily shows by induction that

r
(k)
m+1(t, z(k−1), z(k)) ≤ Km

k αm+1(t, tk−1, hk) δ[tk−1,tk ],Ωk(̺(k))
( f )

≤
5

9

(

3

10
hkKk

)m

α1(t, tk−1, hk) δ[tk−1,tk ],Ωk(̺(k))
( f ) (5.12)

for t ∈ [tk−1, tk]. Therefore, in view of (5.12)

∣

∣

∣
x
(k)
m+j(t, z(k−1), z(k))− x

(k)
m (t, z(k−1), z(k))

∣

∣

∣
≤

j

∑
i=1

r
(k)
m+i(t, z(k−1), z(k))

≤
5

9
α1(t, tk−1, hk)

j

∑
i=1

(

3

10
hkKk

)m+i−1

δ[tk−1,tk ],Ωk(̺(k))
( f )

=
5

9
α1(t, tk−1, hk)

(

3

10
hkKk

)m

×
j−1

∑
i=0

(

3

10
hkKk

)i

δ[tk−1,tk ],Ωk(̺(k))
( f ) (5.13)

for all m ≥ 0 and j ≥ 1. Recall that δ[tk−1,tk ],Ωk(̺(k))
( f ) is computed according to (2.5). Since, due

to (4.3), r( 3
10 hkKk) < 1, we have limm→∞

(

3
10 hkKk

)m
= 0n and ∑

j−1
i=0

(

3
10 hkKk

)i
≤

(

1n −
3

10 hkKk

)−1
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for any j. Therefore, (5.13) and the Cauchy criterion imply the existence of a uniform limit in

(5.1). Equalities (5.2) are an immediate consequence of (4.7). Finally, passing to the limit as

m → ∞ in (4.5) and (5.13), we show that the limit function satisfies (5.3) and obtain estimate

(5.4). It remains to recall the arbitrariness of z(0), z(1), . . . , z(N) and k.

Theorem 5.1 implies, in particular, that one can introduce the function ∆
(k) : Dk−1 × Dk →

R
n by putting

∆
(k)(ξ, η) := η − ξ −

∫ tk

tk−1

f (s, x
(k)
∞ (s, ξ, η))ds (5.14)

for all (ξ, η) ∈ Dk−1 × Dk, k = 1, 2, . . . , N. Then it follows immediately from (5.3) that the

following statement holds.

Corollary 5.2. Let the conditions of Theorem 5.1 hold. Let z(j) ∈ Dj, j = 0, 1, . . . , N, be arbitrary.

Then, for any k = 1, 2, . . . , N, the function x
(k)
∞ (·, z(k−1), z(k)) : [tk−1, tk] is the solution of the Cauchy

problem

x′(t) = f (t, x(t)) +
1

hk
∆
(k)(z(k−1), z(k)), t ∈ [tk−1, tk], (5.15)

x(tk−1) = z(k−1), (5.16)

where ∆
(k) : Dk−1 × Dk → R

n is given by (5.14).

Note that, by (2.11), α1(t, tk−1, hk) ≤ hk/2 and, therefore, (5.4) implies the estimate

∣

∣x
(k)
∞ (·, z(k−1), z(k))− x

(k)
m (·, z(k−1), z(k))

∣

∣ ≤
5hk

18
Rm,k δ[tk−1,tk ],Ωk(̺(k))

( f ) (5.17)

for any t ∈ [tk−1, tk], k = 1, 2, . . . , N, with Rm,k given by (5.5).

6 Limit functions and determining equations

It is natural to expect that the limit functions x
(k)
∞ (·, z(k−1), z(k)) : [tk−1, tk] → R

n, k = 0, 1, . . . , N,

of iterations (4.5) may help one to state general criteria of solvability of problem (1.1), (1.2).

Such criteria can be formulated in terms of the respective functions ∆
(k) : Dk−1 × Dk → R

n,

k = 0, 1, . . . , N, given by equalities (5.14) that provide such a conclusion. Indeed, Theorem 5.1

ensures that, under the conditions assumed, the functions x
(k)
∞ (·, z(k−1), z(k)) : [tk−1, tk] → R

n,

k = 1, 2, . . . , N, are well defined for all (z(k−1), z(k)) ∈ Dk−1 × Dk. Therefore, by putting

u∞(t, z(0), z(1), . . . , z(N)) :=



























x
(1)
∞ (t, z(0), z(1)) if t ∈ [t0, t1] ,

x
(2)
∞ (t, z(1), z(2)) if t ∈ [t1, t2] ,

...

x
(N)
∞ (t, z(N−1), z(N)) if t ∈ [tN−1, tN ] ,

(6.1)

we obtain a function u∞(·, z(0), z(1), . . . , z(N)) : [a, b] → R
n, which is well defined for all the

values z(k) ∈ Dk, k = 0, 1, . . . , N. This function is obviously continuous because, at the points

t = tk, we have

x
(k)
∞ (tk, z(k−1), z(k)) = x

(k+1)
∞ (tk, z(k), z(k+1)) (6.2)
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for all k = 1, 2, . . . , N − 1. Equalities (6.2) follow immediately from the fact that the function

x
(k)
∞ (·, z(k−1), z(k)) is a solution of equation (5.3).

The following theorem establishes a relation of function (6.1) to the solution of the bound-

ary value problem (1.1)–(1.2) in terms of the zeroes of the functions ∆
(k), k = 1, 2, . . . , N.

Theorem 6.1. Let the conditions of Theorem 5.1 hold. Then:

1. The function u∞(·, z(k−1), z(k)) : [a, b] → R
n defined by (6.1) is an absolutely continuous solu-

tion of problem (1.1)–(1.2) if and only if the vectors z(k), k = 0, 1, . . . , N, satisfy the system of

n(N + 1) numerical equations

∆
(k)(z(k−1), z(k)) = 0, k = 1, 2, . . . , N,

∆
(N+1)(z(0), z(1), . . . , z(N)) = 0,

(6.3)

where ∆
(N+1) : D0 × D1 × · · · × DN → R

n is defined as

(z(0), z(1), . . . , z(N)) 7−→ ∆
(N+1)(z(0), z(1), . . . , z(N)) := φ(u∞(·, z(0), z(1), . . . , z(N)))− d.

2. For every solution u(·) of problem (1.1)–(1.2) with u(tk) ∈ Dk, k = 0, 1, . . . , N, there exist

vectors z(k), k = 0, 1, . . . , N, such that

u(·) = u∞(·, z(0), z(1), . . . , z(N)). (6.4)

This statement is proved similarly to [5, Theorem 4]. Equations (6.3) are usually referred to

as determining or bifurcation equations because their roots determine solutions of the original

problem.

7 Approximate determining equations

Although Theorem 6.1 provides a complete theoretical answer to the question on the construc-

tion of a solution of problem (1.1)–(1.2), its application faces complications since it is difficult

to find the limit function (5.1) and, as a consequence, the functions ∆
(k) : Dk−1 × Dk → R

n,

k = 1, 2, . . . , N, and ∆
(N+1) : D0 × D1 × · · · × DN → R

n, appearing in (6.3) are usually

unknown explicitly. The complication can be overcome if we replace the unknown limit

x
(k)
∞ (·, z(k−1), z(k)) by an iteration x

(k)
m (·, z(k−1), z(k)) of form (4.5) for a fixed m and put

um(t, z(0), z(1), . . . , z(N)) :=



























x
(1)
m (t, z(0), z(1)) if t ∈ [t0, t1] ,

x
(2)
m (t, z(1), z(2)) if t ∈ [t1, t2] ,

...

x
(N)
m (t, z(N−1), z(N)) if t ∈ [tN−1, tN ] .

(7.1)

We see that (7.1) is an approximate version of the unknown function (6.1). Its values can be

found explicitly for all t ∈ [a, b] and z(k) ∈ Dk, k = 0, 1, 2, . . . , N.

Considering function (7.1), we arrive in a natural way to the so-called approximate determin-

ing equations:

∆
(k)
m (z(k−1), z(k)) = 0, k = 1, 2, . . . , N,

∆
(N+1)(z(0), z(1), . . . , z(N)) = 0,

(7.2)
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where

∆
(k)
m (z(k−1), z(k)) := z(k) − z(k−1)

−

∫ tk

tk−1

f (s, x
(k)
m (s, z(k−1), z(k)))ds, k = 1, 2, . . . , N,

∆
(N+1)
m (z(0), z(1), . . . , z(N)) := φ(um(·, z(0), z(1), . . . , z(N)))− d.

Note that, unlike system (6.3), the mth approximate determining system (7.2) contains only

terms involving the functions x
(j)
m (·, z(j−1), z(j)), j = 1, 2, . . . , N, and, thus, known explicitly.

Let (z̃(0), z̃(1), . . . , z̃(N)) be a solution of the approximate determining system (7.2) for a

certain value of m. Then the function

[a, b] ∋ t 7−→ Um(t) := um(t, z̃(0), z̃(1), . . . , z̃(N))

is natural to be regarded as the mth approximation to a solution of the boundary value prob-

lem (1.1)–(1.2). In particular, it follows from (5.17) that

∣

∣x
(k)
∞ (·, z̃(k−1), z̃(k))− Um(t)

∣

∣ ≤
5hk

18

(

3

10
hkKk

)m (

1n −
3

10
hkKk

)−1

δ[tk−1,tk ],Ωk(̺(k))
( f ) (7.3)

for any t ∈ [tk−1, tk], k = 1, 2, . . . , N.

The existence of a solution can be analysed based on the approximate determining equa-

tions (7.2) similarly to [3, 9], this topic is not considered here. In relation to estimate (7.3)

one may note that, according to Theorem 6.1, the solution necessarily has form (6.4) with

certain values of z(k), k = 0, 1, . . . , N. Thus, we have z(k) ≈ z̃(k), k = 0, 1, . . . , N, and, therefore,

x
(k)
∞ (t, z̃(k−1), z̃(k)) is an approximation of x

(k)
∞ (t, z(k−1), z(k)), which is the value of the exact

solution for t ∈ [tk−1, tk].

8 Example

Let us demonstrate the approach described above on a model example. Consider the system

of differential equations

x′1 (t) =
1

2
(x2(t))

2
−

t

4
x1(t) +

t2(t − 1)

32
+

9t

40
,

x′2 (t) =
t

8
x1(t)− t2x2(t) +

15

64
t3 +

t

80
+

1

4
, t ∈ [0, 1.9] ,

(8.1)

with the integral boundary conditions

∫ 1.9

0

(

sx1(s)x2(s) +
1

4
x′1 (s)

)

ds =
10099697

48000000
,

∫ 1.9

0

(

s2x2
2(s) +

1

4
x′2 (s)

)

ds =
3426099

8000000
.

(8.2)

Clearly, problem (8.1), (8.2) is a particular case of (1.1)–(1.2) with a = 0, b = 1.9, d ≈

col (0.21, 0.428), x 7→ φ(x) := col
(∫ 1.9

0

(

sx1(s)x2(s) +
1
4 x′1(s)

)

ds,
∫ 1.9

0

(

s2x2
2(s) +

1
4 x′2(s)

)

ds
)

,

(x1, x2) 7→ f (t, x1, x2) := col
(

1
2 x2

2 −
1
4 tx1 +

1
32 t2(t − 1) + 9

40 t, 1
8 tx1 − t2x2 +

15
64 t3 + 1

80 t + 1
4

)

. It is

easy to check that

x∗1(t) =
t2

8
−

1

10
, x∗2(t) =

t

4
(8.3)
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x∗1(0) x∗2(0) x∗1(1) x∗2(1) x∗1(1.5) x∗2(1.5) x∗1(1.9) x∗2(1.9)

−0.1 0 0.025 0.25 0.18125 0.375 0.35125 0.475

Table 8.1: Values of functions (8.3) at nodes (8.4).

is a solution of problem (8.1), (8.2).

Let us choose the grid (1.3) with N = 3 and the nodes

t0 := 0, t1 := 1, t2 := 1.5, t3 := 1.9. (8.4)

Then, obviously,

h1 = 1, h2 =
1

2
, h3 =

2

5
. (8.5)

According to (3.5), the scheme will depend on four two-dimensional vector parameters z(k),

0 ≤ k ≤ 3; their meaning is explained by Table 8.2.

Variable z(0) z(1) z(2) z(3)

Value it approximates x(0) x(1) x(1.5) x(1.9)

Table 8.2: The meaning of the parameters in the example.

The number of the solutions of the algebraic determining system (7.2) coincides with the

number of the solutions of the given problem. Different solutions have to be detected by

changing appropriately the initial domains Dk, 0 ≤ k ≤ 3. Let us carry out several steps of

iteration with two different choices of the initial domains and the radii of neighbourhoods.

8.1 First solution

Let us choose the sets Dk, 0 ≤ k ≤ 3, as follows:

D0 := {(x1, x2) : −0.15 ≤ x1 ≤ 0.182, −0.01 ≤ x2 ≤ 0.38},

D1 := {(x1, x2) : 0.024 ≤ x1 ≤ 0.182, 0.24 ≤ x2 ≤ 0.38},

D2 := D1,

D3 := {(x1, x2) : 0.024 ≤ x1 ≤ 0.352, 0.24 ≤ x2 ≤ 0.48}.

(8.6)

This choice can be justified by the fact that the zeroth approximate determining system (i.e.,

(7.2) with m = 0) has roots lying in these sets (see the first column in Table 8.3). Furthermore,

sets (8.6) contain the corresponding parts of the graph of the zeroth approximation. The

graphs of the components of the latter function, which, according to (4.4), have the form of

broken lines, are shown on Figure 8.1.

Using (3.3), we find that the corresponding sets Dk−1,k, 0 ≤ k ≤ 3, have the form

D0,1 = {(x1, x2) : −0.15 ≤ x1 ≤ 0.182, − 0.01 ≤ x2 ≤ 0.38} ,

D1,2 = {(x1, x2) : 0.024 ≤ x1 ≤ 0.182, 0.24 ≤ x2 ≤ 0.38} ,

D2,3 = {(x1, x2) : 0.024 ≤ x1 ≤ 0.352, 0.24 ≤ x2 ≤ 0.48} .
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(a) First component (b) Second component

Figure 8.1: The zeroth approximation to solution (8.3).

In order to construct suitable sets on which Assumptions 4.1 and 4.2 will be verified, we

need to choose vectors ̺(1), 0 ≤ k ≤ 3. Let us put, for example,

̺
(1) := col (0.2, 0.3), ̺

(2) := col (0.1, 0.2), ̺
(3) := col (0.1, 0.4). (8.7)

Then, according to formula (3.4), the corresponding sets Ωk(̺
(1)), 0 ≤ k ≤ 3, have the form

Ω1(̺
(1)) = {(x1, x2) : −0.35 ≤ x1 ≤ 0.382, − 0.31 ≤ x2 ≤ 0.68} ,

Ω2(̺
(2)) = {(x1, x2) : −0.076 ≤ x1 ≤ 0.282, 0.04 ≤ x2 ≤ 0.58} ,

Ω3(̺
(3)) = {(x1, x2) : −0.076 ≤ x1 ≤ 0.452, − 0.16 ≤ x2 ≤ 0.88} .

(8.8)

m = 0 m = 1 m = 2 m = 9

z
(0)
1 −0.1035005019 −0.09996763819 −0.09999692457 −0.1000000003

z
(0)
2 −0.001518357199 −0.00005070186245 −6.201478977 · 10−6 2.976222204 · 10−10

z
(1)
1 0.01941727634 0.02499481248 0.02500348592 0.02499999977

z
(1)
2 0.2496837722 0.2499856345 0.2499933349 0.2500000002

z
(2)
1 0.1756874698 0.1812419151 0.1812534461 0.1812499999

z
(2)
2 0.3748370539 0.3749950964 0.3749933900 0.3750000000

z
(3)
1 0.3748370539 0.3512417410 0.3512532909 0.3512500000

z
(3)
2 0.4748456880 0.4749990066 0.4749934809 0.4750000000

Table 8.3: Approximate values of the parameters for the first solution

on several steps of approximation.

A direct computation shows that the Lipschitz condition (4.2) for the right-hand side terms

of (8.1) holds in Ω1(̺
(1)), Ω2(̺(2)), Ω3(̺(3)), respectively, with the matrices

K1 =

(

1/4 17/25

1/8 1

)

, K2 =

(

3/8 29/50

3/16 9/4

)

, K3 =

(

19/40 22/25

19/80 361/100

)

. (8.9)
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Then, by (8.5), we obtain

r(K1) = 1.1 <
10

3
=

10

3h1
,

r(K2) =
21

16
+

7

80

√
129 ≈ 2.3063 < 6.6667 ≈

20

3
=

10

3h2
,

r(K3) =
817 +

√
426569

400
≈ 3.6753 < 8.3334 ≈

25

3
=

10

3h3
.

(8.10)

Relations (8.10) show that matrices (8.9) satisfy conditions (4.3) with the step sizes (8.5). Fur-

thermore, in view of (8.5), (8.7), and (8.8), we have

h1

4
δ[t0,t1],Ω1(̺(1))

( f ) =
1

4
δ[0,1],Ω1(̺(1))

( f ) =
1

4

(

0.5437

1.0815)

)

=

(

0.135925

0.270375)

)

≤
(

0.2

0.3

)

= ̺(1),

h2

4
δ[t1,t2],Ω2(̺(2))

( f ) =
1

8
δ[1,1.5],Ω2(̺(2))

( f ) =
1

8

(

0.41405625

1.282125)

)

≈
(

0.05175703125

0.160265625)

)

≤
(

0.1

0.2

)

= ̺(2),

h3

4
δ[t2,t3],Ω3(̺(3))

( f ) =
1

10
δ[1.5,1.9],Ω3(̺(3))

( f ) =
1

10

(

0.753925

3.882175)

)

=

(

0.0753925

0.3882175)

)

≤
(

0.1

0.4

)

= ̺(3),

which means that vectors (8.7) satisfy conditions (4.1) of Assumption 4.1.

Thus, we see that that all the conditions of Theorem 5.1 are fulfilled, and the sequences of

functions (4.5) for this example are convergent. Using Maple 14 for constructing the iterations

and solving the approximate determining equations (7.2) for m = 0, 1, 2, 9, we obtain the

numerical results shown in Table 8.3.

(a) First component (b) Second component

Figure 8.2: The first solution ((8.3), solid line) and its first approximation (dots).

We may note at this point that, at nodes (8.4), the pair of functions (8.3), which, as has been

indicated, is a solution of problem (8.1), (8.2), has the values listed in Table 8.1. Comparing

Tables 8.3 and 8.1, we find enough evidence to claim that the results of computation with the

present choice of initial domains correspond to solution (8.3). This is further confirmed when

we put the components of this function and the first approximation (m = 1) on the same plot

(see Figure 8.2). The graphs of higher approximations (we have carried out computations up

to m = 9) practically coincide with one another and there is no way to distinguish them in the

given resolution.
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(a) First component (b) Second component

Figure 8.3: Error of the first approximation to solution (8.3).

Considering the difference between the approximation and solution (8.3), e. g., for m = 1,

we see that the maximal error is about 6 · 10−4 (see Figure 8.3). All this, together with Tables 8.3

and 8.1, demonstrates a rather high quality of approximation.

8.2 Second solution

Let us now check the results of computation with a different choice of the sets Dk, 0 ≤ k ≤ 3.

Instead of (8.6), we put

D0 := {(x1, x2) : −0.3 ≤ x1 ≤ 0.11, −0.65 ≤ x2 ≤ 0.16},

D1 := {(x1, x2) : −0.05 ≤ x1 ≤ 0.11, −0.22 ≤ x2 ≤ 0.16},

D2 := D1,

D3 := {(x1, x2) : −0.05 ≤ x1 ≤ 0.27, −0.22 ≤ x2 ≤ 0.404}.

According to (3.3), the corresponding sets D0,1, D1,2 and D2,3 have the form

D0,1 = {(x1, x2) : −0.3 ≤ x1 ≤ 0.11, − 0.65 ≤ x2 ≤ 0.16} ,

D1,2 = {(x1, x2) : −0.05 ≤ x1 ≤ 0.11, − 0.22 ≤ x2 ≤ 0.16} ,

D2,3 = {(x1, x2) : −0.05 ≤ x1 ≤ 0.27, − 0.22 ≤ x2 ≤ 0.404} .

Putting now

̺
(1) = col (0.3, 0.6), ̺

(2) = col (0.1, 0.3), ̺
(3) = col (0.15, 0.9), (8.11)

we find from formula (3.4) that, in this case,

Ω1(̺
(1)) = {(x1, x2) : −0.6 ≤ x1 ≤ 0.41, − 1.25 ≤ x2 ≤ 0.76} ,

Ω2(̺
(2)) = {(x1, x2) : −0.15 ≤ x1 ≤ 0.21, − 0.52 ≤ x2 ≤ 0.46} ,

Ω3(̺
(3)) = {(x1, x2) : −0.2 ≤ x1 ≤ 0.42, − 1.12 ≤ x2 ≤ 1.304} .

(8.12)

We see that sets (8.8) and (8.12) essentially differ from one another.
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m = 0 m = 1 m = 2 m = 7 m = 9

z
(0)
1 −0.3130351578 −0.2915938662 −0.2899053146 −0.2913487961 −0.2913488037

z
(0)
2 −0.6853367388 −0.6463772306 −0.6463171293 −0.6452155574 −0.6452156078

z
(1)
1 −0.0657496383 −0.0462927056 −0.0440494448 −0.0456699676 −0.0456699553

z
(1)
2 −0.2581141824 −0.2183359461 −0.2180852446 −0.2170072781 −0.2170073139

z
(2)
1 0.0838541806 0.1001891237 0.1021532831 0.1006981868 0.1006981978

z
(2)
2 0.1398968489 0.1589542884 0.1589307544 0.1594479818 0.1594479635

z
(3)
1 0.2497893002 0.2659558438 0.2675903580 0.2664281996 0.2664282026

z
(3)
2 0.4027863216 0.4033132063 0.4036275942 0.4033665823 0.4033666220

Table 8.4: Approximate values of the parameters for the second solution.

Using (8.5), (8.11), (8.12) and computing the corresponding values δ[tk−1,tk ],Ωk(̺(k))
( f ), 0 ≤

k ≤ 3, we get

h1

4
δ[t0,t1],Ω1(̺(1))

( f ) =
1

4
δ[0,1],Ω1(̺(1))

( f ) =
1

4

(

1.15625

2.13625)

)

=

(

0.2890625

0.5340625)

)

≤
(

0.3

0.6

)

= ̺(1),

h2

4
δ[t1,t2],Ω2(̺(2))

( f ) =
1

8
δ[1,1.5],Ω2(̺(2))

( f ) ≈
1

8

(

0.39160625

2.289850344)

)

≈
(

0.04895

0.28623

)

≤
(

0.1

0.3

)

= ̺(2),

h3

4
δ[t2,t3],Ω3(̺(3))

( f ) =
1

10
δ[1.5,1.9],Ω3(̺(3))

( f ) =
1

10

(

1.259083

8.89789

)

=

(

0.1259083

0.889789

)

≤
(

0.15

0.9

)

= ̺(3).

The last estimates imply that (4.1) holds for vectors (8.11) and, therefore, Assumption 4.1

is satisfied. A further computation shows that the Lipschitz condition (4.2) holds on the

respective sets (8.12) with the matrices

K1 =

(

1/4 19/25

1/8 1

)

, K2 =

(

3/8 19/25

3/16 9/4

)

, K3 =

(

19/40 163/125

19/80 361/100

)

, (8.13)

for which one finds that

r(K1) =
5

8
+

√
377

40
≈ 1.1104 <

10

3
=

10

3h1
,

r(K2) =
21

16
+

√
6537

80
≈ 2.3231 < 6.6667 ≈

20

3
=

10

3h2
,

r(K3) =
817 +

√
442681

400
≈ 3.7059 < 8.3334 ≈

25

3
=

10

3h3
.

(8.14)

It follows from relations (8.14) that matrices (8.13) satisfy conditions (4.3) with h1, h3, and h3

given by (8.5).

Carrying out computations, we see that the approximate determining systems (7.2), along

with the solution found in Section 8.1 in sets (8.8) (see Table 8.3), has another solution in

sets (8.12). The corresponding approximate values of parameters at several steps of iteration

(m = 0, 1, 2, 7, 9) are presented in Table 8.4. In particular, we see that, as in Section 8.1, the

piecewise linear zeroth approximation provides a useful hint as to where the solution should

be looked for (see the first column of Table 8.4).
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(a) First component (b) Second component

Figure 8.4: The zeroth (⋄), first (+), and ninth (solid line) approximations

to the second solution.

The graphs of three approximations to this solution (m = 0, 1, 9) are shown on Figure 8.4.

The residual obtained as a result of substitution of the ninth approximation into the given

differential system (8.1) is of order of 10−8.
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a b s t r a c t

We investigate the non-linear system of ordinary differential equations

u′(t) = f (t,u(t)), a.e. t ∈ [a, b],

subject to the state-dependent impulse condition

u(t + ) − u(t − ) = γ (u(t − )) for t ∈ (a, b) such that g(t,u(t − )) = 0

and the linear two-point boundary condition

Au(a) +Cu(b) = d.

Here, −∞ < a < b < ∞, f and γ are given continuous vector-functions, g is a continuous scalar
function, A, C are constant matrices, and d is a constant vector. The instants of time twhere the

jump occurs are determined by the equation g(t,u(t − )) = 0 and, thus, are unknown a priori
and essentially depend on the solution u. We discuss a reduction technique allowing one to

combine the analysis of existence of solutions with an efficient construction of approximate

solutions. At present, according to the authors’ knowledge, no numerical results for boundary

value problems with state-dependent impulses are available in the literature.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

We consider the non-linear system of differential equations

u′(t) = f (t,u(t)) a. e. t ∈ [a, b], (1)

with −∞ < a < b < ∞ and a continuous f : [a, b] × R
n

→ R
n. Eq. (1) is subject to the state-dependent impulse condition

u(t + ) − u(t − ) = γ (u(t − )) for t such that g(t,u(t − )) = 0. (2)

Here γ : R
n

→ R
n and g : [a, b] × R

n
→ R are continuous, and the impulse instants t ∈ (a, b) in (2) are unknown. These instants

are called state-dependent because they depend on the solution u itself through the equation g(t,u(t − )) = 0.
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The impulsive problem (1), (2) is investigated together with the linear boundary condition

Au(a) +Cu(b) = d, (3)

where d is a constant vector, and A, C are constant matrices, satisfying the condition

rank [A,C] = n,

where the brackets indicate the formation of the appropriate block n × 2n matrix. The non-singularity of these matrices is not

required.

In the context of systems (1) with impulse action of type (2), the set

G = {(t, x) ∈ [a, b] × R
n : g(t, x) = 0} (4)

determined by the function g from (2) is usually called a barrier. We study here those solutions of the system which are allowed

to meet the barrier finitely many times only (and, thus, exclude the beating phenomenon from consideration). More precisely,

the following definition is adopted.

Definition 1.1. A left-continuous vector-function u : [a, b] → R
n is called a solution of problem (1)–(3) if (3) holds and there exist

an integer p and certain points τ i ∈ (a, b), i = 1, . . . , p, such that a < τ1 < τ2 < · · · < τp < b, the restrictions u|[a,τ1], u|(τ1,τ2]
, . . . ,

u|(τp,b] have continuous derivatives and

1. u satisfies (1) for t ∈ [a, b] \ {τ1, τ2, . . . , τp};
2. u(τi + ) − u(τi) = γ (u(τi)) and g(τi,u(τi)) = 0 for i = 1, . . . , p.

We see that, for any i = 1, . . . , p, the trajectory of u intersects the barrier G at the time τ i (i.e., (τ i, u(τ i)) ∈ G) and has a jump

of size γ (u(τ i)). It should be noted that both the time instants τ1, . . . , τp and the very value of p, generally speaking, depend on

u, so that different solutions may have jumps at different points.

For classical monographs about impulsive problems, see [1–3]. Studies of real life problems with state-dependent impulsive

effects can be found in [4–9]. Many papers are devoted to state-dependent impulsive initial value problems, where the existence,

stability and other asymptotic properties of solutions are studied (e. g. [10–17]). Optimal control problems for rather general

classes of systems with state-dependent jumps are investigated in [18–20]. For the studies of state-dependent impulsive peri-

odic problems, we can refer, e. g., to [21–26]. As regards other types of state-dependent impulsive boundary value problems,

one cannot name but a few papers dealing with them (see [27–33]) since the majority of results on boundary value problems

for impulsive systems concern jumps at fixed times. This is due to the fact that state-dependent impulses significantly change

properties of boundary value problems, which is explained in detail in [32]. Last, but not least, we did not succeed in finding

any kind of numerical results for state-dependent impulsive boundary value problems, which would provide one a way to find

approximations to a solution. This, along with the above-said, contributed to our motivation to study problem (1)–(3). We shall

show here that there is a relatively simple way to approach this problem from a constructive point of view.

In this initial study, we focus our attention at the case where p = 1 for any solution u under consideration (i. e., u meets the

barrierG exactly once) and use the techniqueswhich have been applied in [34] in a different situation and allow us to examine the

solvability of problem (1)–(3) as well as to find approximate solutions. Our approach is based on the construction of two simple

model problems (namely, (17)–(19) and (37)–(39) in Section 3) depending on parameters τ , ξ , λ, and η. Under certain additional

conditions one shows that, for all values of parameters from suitable bounded sets, solutions of the auxiliary problems can be

obtained as limits of uniformly convergent successive approximations (15), (16) and (35), (36). Equations in the parameterized

model problems contain functional perturbation termswhich essentially depend on the parameters andwhich, together with the

original boundary conditions (3) and the barrier crossing condition (4), produce a system of finitely many determining equations

(more precisely, system of equations (55)). Numerical values of the parameters should be found from (55) in the bounded sets

mentioned above. A solution of problem (1)–(3) is then constructed (see (42)) by means of solutions of those problems (17)–(19)

and (37)–(39) which are determined by the values of parameters satisfying (55). Consequently, the infinite-dimensional problem

(1)–(3) is reduced to the finite-dimensional system (55).

In practice, we study system (55) through its approximate versions, where the unknown limit function is replaced by certain

successive approximations that are computed explicitly (see (61) in Section 5). This allows one to formulate conditions sufficient

for the solvability of (55) and we get approximate solutions of problem (1)–(3) and error estimates using computer algebra

systems (for example, Maple 14, which has been applied in our present work). According to our best knowledge, this is the first

numerical-analytic method for this type of impulsive problems. It can be applied for problems with either linear or non-linear

boundary conditions, which is shown for problems without impulses in [34–40]. Furthermore, we can work in this way with

barriers described in the implicit form (4), in contrast to the most frequently considered case where the barrier is given as

{(t, x) : t = g(x)}. (5)

In particular, the results of [29–33] are applicable to the case of (5) only.

The example of a boundary value problem with a state-dependent jump given in Section 6 shows that the method can also

be applied to obtain certain multiplicity results.
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2. Notation and auxiliary inequalities

In the sequel, for any vector x = col(x1, . . . , xn)∈ R
n the obvious notation |x| = col(|x1|, . . . , |xn|) is used and inequalities be-

tween vectors are understood componentwise. A similar convention is adopted implicitly in the case of the operations ‘max ’ and

‘min ’ for vector-valued functions. The symbols 1n and 0n stand respectively for the unit and zero matrix of dimension n, and r(K)

denotes the maximal, in modulus, eigenvalue of a square matrix K.

Definition 2.1. Let� ⊂ R
n be a set and ̺ ∈ R

n be a vector with non-negative components. By the componentwise ϱ-neighborhood

of �, we mean the set

O̺(�) :=
⋃

ξ∈�

B(ξ ,̺), (6)

where

B(z,̺) := {ξ ∈ R
n : |ξ − z| ≤ ̺}.

Definition 2.2. Given two sets �0 and �1 in R
n, we put

B(�0,�1) := {θξ + (1 − θ)η : ξ ∈ �0,η ∈ �1, θ ∈ [0,1]}. (7)

The set B(�0,�1) is thus formed by all possible straight line segments joining points of �0 with those from �1. It is obvious

from (7) that B(�0,�1) ⊂ conv (�0 ∪ �1) but the equality is, generally speaking, not true.

In the sequel, we write f ∈ LipK(�) if� ⊂ R
n is a compact set, K is a non-negative square matrix of dimension n, and a function

f : [a, b] × R
n → R

n satisfies the componentwise Lipschitz condition in the space variable
∣

∣ f (t,u1) − f (t,u2)
∣

∣ ≤ K|u1 − u2| (8)

for all u1, u2 from � and t ∈ [a, b]. We also use the notation

δ�( f ) := max
(t,ξ)∈[a,b]×�

f (t, ξ) − min
(t,ξ)∈[a,b]×�

f (t, ξ). (9)

If a ≤ t0 < t1 ≤ b, we put α0(t; t0, t1) := 1 and

αm(t; t0, t1) =

(

1 −
t − t0
t1 − t0

)
∫ t

t0

αm−1(s; t0, t1)ds +
t − t0
t1 − t0

∫ t1

t
αm−1(s; t0, t1)ds (10)

for t ∈ [t0, t1] andm = 1,2, . . . . In particular, (10) implies that

α1(t; a, b) = 2(t − a)
(

1 −
t − a

b− a

)

, t ∈ [a, b], (11)

and

max
t∈[a,b]

α1(t; a, b) = (b− a)/2.

Lemma 2.3 [37, Lemma 3.16]. Let a ≤ t0 < t1 ≤ b. Then the estimates

αm(t; t0, t1) ≤
10

9

(

3(t1 − t0)

10

)m−1

α1(t; t0, t1) (12)

hold for all t ∈ [t0, t1] and m = 1,2, . . . .

Lemma 2.4 [37, Lemma 3.13]. Let a ≤ t0 < t1 ≤ b and y : [t0, t1] → R
n be a continuous function. Then

∣

∣

∣

∣

∫ t

t0

(

y(σ ) −
1

t1 − t0

∫ t1

t0

y(s)ds

)

dσ

∣

∣

∣

∣

≤
1

2
α1(t; t0, t1)

(

max
s∈[t0,t1]

y(s) − min
s∈[t0,t1]

y(s)

)

(13)

for t ∈ [t0, t1].

3. Parameterized iterations

In the sequel, we adopt the following convention: if � is a set in R
n and certain other related sets are denoted by �s with

some expressions s, then �t+ stands for the set
{

x + γ (x) : x ∈ �t−

}

for any t ∈ (a, b). Keeping this notation in mind, let us fix an

arbitrary point τ ∈ (a, b), choose certain compact convex sets �a, �τ−, and �b in R
n, and introduce the set

�τ+ :=
{

x + γ (x) : x ∈ �τ−

}

.

In this way, the set�τ+ is obtained from�τ− by shifting the latter using the jumpmap γ from (2). According to (7), we construct

the sets

�a,τ− := B(�a,�τ−), �τ+,b := B(�τ+,�b). (14)
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The idea that we are going to follow is to attempt to approximate the solution of (1), (2) by suitable sequences of functions

separately for the times preceding the unknown moment of jump and those corresponding to the after-jump evolution, whereas

the jump time itself is treated as a parameter to be determined later. It turns out that this can be done in a manner resembling

the construction of iterations for two-point boundary value problems [40]. More precisely, consider a scalar parameter τ ∈ (a, b)

together with three vector parameters ξ ∈ �a, λ ∈ �τ−, and η ∈ �b. The key role in our analysis will be played by the values τ
and λ representing, respectively, the unknown jump time of the solution and its after-jump value.

3.1. Iterations for the pre-jump evolution

Let us start by introducing the parameterized sequence of functions {xm( · ; τ, ξ ,λ) : m ≥ 0} according to the relations

x0(t; τ, ξ ,λ) :=

(

1 −
t − a

τ − a

)

ξ +
t − a

τ − a
λ, (15)

xm(t; τ, ξ ,λ) := x0(t; τ, ξ ,λ) +

∫ t

a
f (s, xm−1(s; τ, ξ ,λ))ds −

t − a

τ − a

∫ τ

a
f (s, xm−1(s; τ, ξ ,λ))ds (16)

for all t ∈ [a, τ ] andm ≥ 1. These formulas are motivated by the following simple proposition.

Proposition 3.1. Let τ ∈ (a, b), ξ ∈ �a, and λ ∈ �τ− be fixed. Then

xm(a; τ, ξ ,λ) = ξ

and

xm(τ ; τ, ξ ,λ) = λ

for any m ≥ 0. Furthermore, if limm→∞ xm( · ; τ, ξ ,λ) =: x( · ) exists uniformly on [a, τ ], then x( · ) is a solution of the problem

x′(t) = f (t, x(t)) +
1

τ − a

(

λ − ξ −

∫ τ

a
f (s, x(s))ds

)

, t ∈ [a, τ ], (17)

x(a) = ξ , (18)

x(τ ) = λ. (19)

By a solution of the two-point problem (17)–(19), we mean a continuously differentiable function x with properties (19) and

(18) satisfying (17) at every point of [a, τ ].

Proof. The indicated properties of xm( · ; τ, ξ ,λ), m ≥ 0, are direct consequences of (15) and (16). Therefore, passing to the limit

asm → ∞ in equality (16), we find that x( · ) satisfies the integral equation

x(t) = ξ +

∫ t

a
f (s, x(s))ds −

t − a

τ − a

∫ τ

a
f (s, x(s))ds +

t − a

τ − a
(λ − ξ), t ∈ [a, τ ], (20)

whence (17)–(19) follow immediately. �

The following statement establishes the uniform convergence of sequence (15), (16).

Theorem 3.2. Let there exist a non-negative vector ϱ with the property

̺ ≥
b− a

4
δO̺(�a,τ−)( f ) (21)

such that f ∈ LipK(O̺(�a,τ−)) with a certain matrix K. If, moreover, K satisfies the condition

r(K) <
10

3(b− a)
, (22)

then, for any τ ∈ (a, b), ξ ∈ �a, and λ ∈ �τ−:

1. Functions (16) are continuously differentiable on [a, τ ] for any m ≥ 0;

2. {xm(t; τ, ξ ,λ) : t ∈ [a, τ ], m ≥ 0} ⊂ O̺(�a,τ−);
3. {xm( · ; τ, ξ ,λ) : m ≥ 0} converges to a limit function x∞( · ; τ, ξ ,λ) uniformly on [a, τ ];
4. x∞( · ; τ, ξ ,λ) is a solution of the boundary value problem (17)–(19) and this problem has no other solutions with values in

O̺(�a,τ−);
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5. The estimate

∣

∣x∞(t; τ, ξ ,λ) − xm(t; τ, ξ ,λ)
∣

∣ ≤
5

9
α1(t; a, τ)Km

∗ (1n − K∗)
−1δO̺(�a,τ−)( f ) (23)

holds for all t ∈ [a, τ ] and m ≥ 1, where

K∗ :=
3

10
(b− a)K. (24)

Proof. We can argue by induction similarly to [34]. Assume that τ ∈ (a, b), ξ ∈ �a, and λ ∈ �τ− are fixed and ϱ satisfies (21). We

start by showing that, under the conditions assumed, the values of xm( · ; τ, ξ ,λ) do not escape from the ϱ-neighborhood of the

set �a,τ− for anym ≥ 0.

Indeed, it is obvious from (15) that

{x0(t; τ, ξ ,λ) : t ∈ [a, τ ]} ⊂ �a,τ−

because, for all t ∈ [a, τ ], the value x0(t; τ , ξ , η) is a convex combination of ξ and η and, thus, belongs to B(�a,�τ−). Hence, the
inclusion

{xm(t; τ, ξ ,λ) : t ∈ [a, τ ]} ⊂ O̺(�a,τ−) (25)

is true form = 0. Assume that (25) holds for a certainm ≥ 1. Then, using relations (16), (25), (11) and Lemma 2.4 with t0 = a and

t1 = τ, we obtain

∣

∣xm+1(t; τ, ξ ,λ) − x0(t; τ, ξ ,λ)
∣

∣ ≤
1

2
α1(t; a, τ)

(

max
s∈[a,τ ]

f (s, xm(s; τ, ξ ,λ)) − min
s∈[a,τ ]

f (s, xm(s; τ, ξ ,λ))

)

≤
1

2
α1(t; a, τ) δO̺(�a,τ−)( f ) (26)

≤
b− a

4
δO̺(�a,τ−)( f ) (27)

for all t ∈ [a, τ ]. Recall that we use notation (9). In view of (25) with m = 0 and (21), it follows from (27) that all the values of

xm( · ; τ, ξ ,λ) lie in the ϱ-neighborhood of �a,τ−. This means that (25) remains true when m is incremented to m + 1 and, thus,

holds for anym ≥ 0.

Using now (15), (16) and introducing the notation

rm(t; τ, ξ ,λ) :=
∣

∣xm(t; τ, ξ ,λ) − xm−1(t; τ, ξ ,λ)
∣

∣ (28)

for t ∈ [a, τ ],m ≥ 1, we obtain

rm(t; τ, ξ ,λ) =

∣

∣

∣

∣

(

1 −
t − a

τ − a

)
∫ t

a
( f (s, xm(s; τ, ξ ,λ)) − f (s, xm−1(s; τ, ξ ,λ)))ds

−
t − a

τ − a

∫ τ

t
( f (s, xm(s; τ, ξ ,λ)) − f (s, xm−1(s; τ, ξ ,λ)))ds

∣

∣

∣

∣

, t ∈ [a, τ ], m ≥ 1.

By assumption, f ∈ LipK(O̺(�a,τ−)) and, therefore, in view of (25),

rm(t; τ, ξ ,λ) ≤ K

(

(

1 −
t − a

τ − a

)
∫ t

a
rm−1(s; τ, ξ ,λ)ds +

t − a

τ − a

∫ τ

t
rm−1(s; τ, ξ ,λ)ds

)

(29)

for t ∈ [a, τ ],m ≥ 2. Considering (29) and taking (9), (10), (26), and Lemma 2.4 into account, we find, in particular, that

r2(t; τ, ξ ,λ) ≤
1

2
K

[

(

1 −
t − a

τ − a

)
∫ t

a
α1(s; a, τ)ds +

t − a

τ − a

∫ τ

t
α1(s; a, τ)ds

]

δO̺(�a,τ−)( f )

≤
1

2
Kα2(t; a, τ) δO̺(�a,τ−)( f )

≤
5

9
K∗α1(t; a, τ) δO̺(�a,τ−)( f )

for all t ∈ [a, τ ]. Similarly, arguing by induction and using (25) and Lemma 2.4, one shows that

rm(t; τ, ξ ,λ) ≤
1

2
Kmαm(t; a, τ) δO̺(�a,τ−)( f )

≤
5

9
Km

∗ α1(t; a, τ) δO̺(�a,τ−)( f ) (30)
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for any t ∈ [a, τ ] andm ≥ 1 and, therefore, in view of (28),

|xm+ j(t; τ, ξ ,λ) − xm(t; τ, ξ ,λ)| ≤

j
∑

i=1

rm+i(t; τ, ξ ,λ)

≤
5

9
α1(t; a, τ)

j
∑

i=1

Km+i−1
∗ δO̺(�a,τ−)( f )

=
5

9
α1(t; a, τ)Km

∗

j−1
∑

i=0

K i
∗δO̺(�a,τ−)( f ), t ∈ [a, τ ], m = 0,1, . . . (31)

Assumption (22) means that r(K∗) < 1 and, hence,

lim
m→∞

Km
∗ = 0n

and

j−1
∑

i=0

K i
∗ ≤ (1n − K∗)

−1
.

Therefore, estimate (31) implies that xm(t; τ, ξ ,λ) ⇒ x∞(t; τ, ξ ,λ) uniformly in (t, τ,λ) ∈ [a, τ ] × [a, b] × �a × �τ−. It then fol-

lows from Proposition 3.1 that x∞( · ; τ, ξ ,λ) is a solution of problem (17)–(19).

Finally, let us show that this solution is unique in the class of functions with graphs lying in [a, b] × O̺(�a,τ−). Assume the

existence of another solution x̃ of (17)–(19) such that

{x̃(t) : t ∈ [a, τ ]} ⊂ O̺(�a,τ−). (32)

Then x̃ and x := x∞( · ; τ, ξ ,λ) both satisfy Eq. (20). Put w := |x − x̃|. Using (32) and the assumption that f ∈ LipK(O̺(�a,τ−)),
we obtain

w(t) ≤ K

(

(

1 −
t − a

τ − a

)
∫ t

a
w(s)ds +

t − a

τ − a

∫ τ

t
w(s)ds

)

, t ∈ [a, τ ], (33)

whence, similarly to (30), it follows that

w(t) ≤
1

2
Kmαm(t; a, τ) max

t∈[a,τ ]
w(t)

≤
5

9
Km

∗ α1(t; a, τ) max
t∈[a,τ ]

w(t), t ∈ [a, τ ], (34)

for an arbitrary m ≥ 1. In view of (22) and (24), we have limm→∞ Km
∗ = 0 and, therefore, (34) implies immediately that w = 0,

i. e., x̃ coincides with x. �

3.2. Iterations for the after-jump evolution

Modifying equalities (15), (16) and Proposition 3.1 appropriately for the two-point boundary condition at the end points of

the interval [τ , b], we can construct parameterized iterations that should help us to describe the solution after the jump (i. e., at

the moments of time succeeding τ ). More precisely, arguing similarly as above, we arrive at the definition

y0(t; τ,λ,η) :=

(

1 −
t − τ

b− τ

)

(λ + γ (λ)) +
t − τ

b− τ
η, (35)

ym(t; τ,λ,η) := y0(t; τ,λ,η) +

∫ t

τ
f (s, ym−1(s; τ,λ,η))ds −

t − τ

b− τ

∫ b

τ
f (s, ym−1(s; τ,λ,η))ds (36)

for all t ∈ [τ , b] andm = 0,1, . . . , and easily establish the following proposition.

Proposition 3.3. Let τ ∈ (a, b), λ ∈ �τ−, and η ∈ �b be fixed. Then

ym(τ ; τ,λ,η) = λ + γ (λ)

and

ym(b; τ,λ,η) = η

for any m ≥ 0. Furthermore, if limm→∞ ym( · ; τ,λ,η) =: y( · ) exists uniformly on [τ , b], then y( · ) is a solution of the problem

y′(t) = f (t, y(t)) +
1

b− τ

(

η − λ − γ (λ) −

∫ b

τ
f (s, y(s))ds

)

, t ∈ [τ, b], (37)
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y(τ ) = λ + γ (λ), (38)

y(b) = η. (39)

We see that the function sequence {ym( · ; τ,λ,η) : m ≥ 0} determined by (35) and (36) is a direct analogue of that given by

(15), (16). Furthermore, Proposition 3.3 and an argument completely similar to the proof of Theorem 3.2 allow us to obtain the

following statement.

Theorem 3.4. Let there exist a non-negative vector ϱ with the property

̺ ≥
b− a

4
δO̺(�τ+,b)

( f ) (40)

such that f ∈ LipK(O̺(�τ+,b)) with a certain matrix K satisfying condition (22). Then, for any τ ∈ (a, b), λ ∈ �τ−, and η ∈ �b:

1. Functions (36) are continuously differentiable on [τ , b] for any m ≥ 0;

2. {ym(t; τ,λ,η) : t ∈ [τ, b], m ≥ 0} ⊂ O̺(�τ+,b);
3. {ym( · ; τ,λ,η) : m ≥ 0} converges to a limit function y∞( · ; τ,λ,η) uniformly on [τ , b];
4. y∞( · ; τ,λ,η) is a solution of the boundary value problem (37)–(39) and this problem has no other solutions with values in

O̺(�τ+,b);
5. The estimate

|y∞(t; τ,λ,η) − ym(t; τ,λ,η)| ≤
5

9
α1(t; τ, b)Km

∗ (1n − K∗)
−1δO̺(�τ+,b)

( f ) (41)

holds for all t ∈ [τ , b] and m ≥ 1, where K∗ is given by (24).

In this way, under the conditions of the above theorems, we can construct the functions um( · ; τ, ξ ,λ,η), m ≥ 0,

um(t; τ, ξ ,λ,η) :=

{

xm(t; τ, ξ ,λ) if t ≤ τ
ym(t; τ,λ,η) if t > τ

and claim that the formula

u∞(t; τ, ξ ,λ,η) :=

{

x∞(t; τ, ξ ,λ) if t ≤ τ
y∞(t; τ,λ,η) if t > τ

(42)

introduces a well-defined function u∞ : [a, b] × (a, b) × �a × �τ− × �τ+ → R
n (which, in addition, is known to have values in

the set O̺(�a,τ−) ∪ O̺(�τ+,b)). Function (42), as it turns out, can be used to describe the solutions of the original problem.

4. Determining equations

In order to make clear the relation of function (42) to problem (1)–(3), it is convenient to bring the statements contained in

Theorems 3.2 and 3.4 to an alternative form. For this purpose, given arbitrary τ ∈ (a, b) and (ξ ,λ,η) ∈ �a × �τ− × �b, we put


(τ, ξ ,λ) := λ − ξ −

∫ τ

a
f (s, x∞(s; τ, ξ ,λ))ds, (43)

H(τ,λ,η) := η − λ − γ (λ) −

∫ b

τ
f (s, y∞(s; τ,λ,η))ds. (44)

The assumptions of the theorems mentioned ensure that formulas (43) and (44) make sense for all the indicated values of

variables and thus indeed define mappings from �a × �τ− × �b to R
n.

Theorem 4.1. The following assertions are true.

1. Under assumptions of Theorem 3.2, the function x∞( · ; τ, ξ ,λ) is a solution of the equation

x′(t) = f (t, x(t)) +
1

τ − a

(τ, ξ ,λ), t ∈ [a, τ ], (45)

satisfying the two-point boundary conditions (18), (19). Problem (45), (18), (19) has no other solutions with values in O̺(�a,τ−).
2. Under assumptions of Theorem 3.4, the function y∞( · ; τ,λ,η) is a solution of the equation

y′(t) = f (t, y(t)) +
1

b− τ
H(τ,λ,η), t ∈ [a, τ ], (46)

satisfying the two-point boundary conditions (38), (39). Problem (46), (38), (39) has no other solutions with values in O̺(�τ+,b).
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Proof. In view of (43), Eq. (45) for x := x∞( · ; τ, ξ ,λ) is a direct consequence of (17). In particular, x satisfies the Cauchy

problem (45), (18). If we suppose that another solution x̃ of (45), (18) has values in the set O̺(�a,τ−), then the assumption

f ∈ LipK(O̺(�a,τ−)) leads one to the standard estimate

|x̃(t) − x(t)| ≤ Km (t − a)m

m!
max
s∈[a,τ ]

|x̃(s) − x(s)| (47)

for all t ∈ [a, τ ] and m ≥ 1, which implies immediately that x̃ should coincide with x. The case of problem (46), (38), (39) is

considered by analogy. �

Eqs. (45) and (46) are forced versions of the original equation (1). The next statement allows one to characterize expressions

(43) and (44) as optimal, in a sense, values of the forcing term.

Theorem 4.2. Let τ ∈ (a, b), λ ∈ �τ−, η ∈ �b, and μ ∈ R
n be fixed.

1. Let there exist ϱ and K such that assumptions of Theorem 3.2 hold. Then a solution x( · ) of the equation

x′(t) = f (t, x(t)) +
1

τ − a
μ t ∈ [a, τ ], (48)

has values in O̺(�a,τ−) and satisfies the two-point boundary conditions (18), (19) if, and only if

μ = 
(τ, ξ ,λ). (49)

2. Let there exist ϱ and K such that assumptions of Theorem 3.4 hold. Then a solution y( · ) of the equation

y′(t) = f (t, y(t)) +
1

b− τ
μ t ∈ [τ, b], (50)

has values in O̺(�τ+,b) and satisfies the two-point boundary conditions (38), (39) if, and only if

μ = H(τ,λ,η). (51)

Proof. We shall prove, e. g., the first assertion concerning Eq. (48) (the case of Eq. (50) is considered by analogy).

Let τ ∈ (a, b), λ ∈ �τ−, η ∈ �b, and μ ∈ R
n. Under conditions of Theorem 3.2, the function x∞( · ; τ, ξ ,λ) and, hence, the

corresponding expression (43) arewell defined. Ifμ in (48) is given by formula (49), then (48) is nothing but (45). By Theorem 4.1,

the function x∞( · ; τ, ξ ,λ) is a solution of problem (48), (18), (19) and its values do not escape from the setO̺(�a,τ−). Moreover,

the same theorem ensures that, in this case, (48) does not have any other solutions with properties (18), (19) and graphs lying in

[a, b] × O̺(�a,τ−).
Conversely, let us fix a certain μ and assume that problem (48), (18), (19) has a solution xwith values in

O̺(�a,τ−).

We thus have

x(t) = ξ +

∫ t

a
f (s, x(s))ds −

t − a

τ − a
μ, t ∈ [a, τ ], (52)

whence it follows that μ satisfies the relation

μ = x(τ ) − ξ −

∫ τ

a
f (s, x(s))ds. (53)

Substituting (53) into (52) and recalling that, by assumption, x(τ ) = λ, we get

x′(t) = f (s, x(t)) −
1

τ − a

(

λ − ξ −

∫ τ

a
f (s, x(s))ds

)

, t ∈ [a, τ ]. (54)

It follows from (54) that x is a solution of (17)– (19). Therefore, by Theorem 3.2,

x = x∞( · ; τ, ξ ,λ)

since problem (17)–(19) does not have any solutions different from x∞( · ; τ, ξ ,λ). Reusing (53), we arrive immediately at (49). �

Although the explicit form of the mappings 
 and H is unknown, it is noteworthy that, in contrast to (17) and (37), Eqs. (45)

and (46) are ordinary differential equations that differ from the original equation (1) by a constant forcing term. This simple

observation allows us to prove that the functions x∞( · ; τ, ξ ,λ) and y∞( · ; τ, ξ ,λ) are related to the original impulsive boundary

value problem (1)–(3) in the following way.

Theorem 4.3. Let there exist two pairs (ϱ0, K0) and (ϱ1, K1) satisfying, respectively, conditions of Theorems 3.2 and 3.4. Then the

following assertions hold.
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1. If the equalities


(τ, ξ ,λ) = 0,

H(τ,λ,η) = 0,

g(τ,λ) = 0,

Aξ +Cη = d

(55)

hold for certain values (τ, ξ ,λ,η) ∈ (a, b) × �a × �τ− × �b and, in addition,

g(t, y∞(t; τ,λ,η)) �= 0 for any t ∈ (τ, b], (56)

then the function u∞( · ; τ, ξ ,λ,η) given by (42) is a solution of problem (1)–(3) with exactly one jump at the instant of time τ .
2. If u( · ) is a solution of problem (1)–(3) with a jump at a time instant τ such that

{u(t) : t ∈ [a, τ ]} ⊂ O̺0
(�a,τ−), {u(t) : t ∈ [τ, b]} ⊂ O̺1

(�τ+,b),

u(a) ∈ �a,u(τ ) ∈ �τ−, u(b) ∈ �b, (57)

then (τ , u(a), u(τ ), u(b)) necessarily satisfy system (55). If, moreover, this solution has no other jumps, then (56) also holds for the

values indicated.

Proof. 1. Let τ ∈ (a, b), ξ ∈ �a,λ ∈ �τ−, and η ∈ �b and let u := u∞( · ; τ, ξ ,λ,η) be defined according to (42). By Theorem 4.1,

the restrictions x := u|[a, τ ] and y := u|(τ , b] of u to the corresponding subintervals have continuous derivatives and satisfy Eqs.

(45) and (46) respectively. Assume that (55) holds for the parameters (τ , ξ , λ, η). The first two equations of (55) then imply that

u′(t) = f (t,u(t)), t ∈ [a, b] \ {τ }.

Since x and y satisfy, respectively, conditions (18), (19) and (38), (39), we obtain

u(a) = ξ , u(τ − ) = u(τ ) = λ, u(τ + ) = λ + γ (λ), u(b) = η, (58)

whence it follows, in particular, that u(τ + ) − u(τ − ) = γ (u(τ − )). Due to the third equation in (55), we also have g(τ,u(τ −

)) = 0. This means that u satisfies the jump condition (2) for t = τ and, therefore, the point (τ , u(τ )) belongs to the barrier set

G given by (4). Considering assumption (56), we conclude that the solution does not meet G at any other point. Finally, the last

equation in (55) guarantees that u fulfils the boundary conditions (3). We have thus proved that u is a solution of (1)–(3) with

p = 1 in Definition 1.1.

2. Let u be a solution of (1)–(3) with exactly one jump and let (57) hold. Then there exists a unique point τ ∈ (a, b) such that

the restrictions x := u|[a, τ ] and y := u|(τ , b] of u to the respective subintervals have continuous derivatives and u has a unique

jump at τ so that

u(τ + ) − u(τ ) = γ (u(τ )).

Thus, the functions x and y have the properties

x(a) = u(a), x(τ ) = u(τ ),

y(τ ) = u(τ ) + γ (u(τ )), y(b) = u(b)

and satisfy respectively Eqs. (48) and (50) with the zero value of μ. In other words, x and y are solutions of the respective

problems (48), (18), (19) and (50), (38), (39) with μ = 0 and

ξ := u(a), λ := u(τ ), η := u(b). (59)

Theorem4.2 then implies that values (59) of (ξ ,λ, η) necessarily satisfy the first two equations in (55). Recalling now Theorem4.1,

we conclude that x = x∞( · ; τ, ξ ,λ) and y = y∞( · ; τ,λ,η)with this choice of parameters, whence the rest of the assertions easily

follows. �

Remark 4.4. System (55) consists of 3n + 1 scalar equations for 3n + 1 scalar unknown parameters τ , ξ1, . . . , ξn, λ1, . . . ,λn,

η1, . . . ,ηn, i. e., the number of equations coincides with the number of unknowns involved.

In other words, under conditions of Theorem 4.3, system (55), (56) allows one to determine all possible solutions u of problem

(1)–(3) having exactly one jump and possessing properties (57).

Remark 4.5. The simplest way to choose the parameter sets, which also seems to be sufficient for most applications, is to take a

compact convex set �a ⊂ R
n and put

�b := {x + γ (x) : x ∈ �a}, �τ− := �a, �τ+ := �b. (60)

Then, according to (7) and (14), the sets involved in conditions (21) and (40) have the form �a,τ− = �a and �τ+,b = �b respec-

tively.

Remark 4.6. The argument based on Theorem 4.3 allows one to deal with multiple solutions of the problem. Let (60)

and the assumptions of Theorems 3.2 and 3.4 be satisfied. Suppose that system (55) has two distinct solutions (τ 1, ξ 1,
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Table 1

Meaning of variables in (63).

The expression The value it approximates

ξ̂ ∈ �a u(a)

τ̂ ∈ (a, b) τ

λ̂ ∈ �τ− u(τ )

λ̂ + γ (λ̂) ∈ �τ+ u(τ + )

η̂ ∈ �b u(b)

λ1, η1) and (τ 2, ξ 2, λ2, η2), in the set (a, b) × �a × �a × �b. Then we get from Theorems 3.2 and 3.4 the functions

x∞( · ; τ1, ξ1,λ1), y∞( · ; τ1,λ1,η1), x∞( · ; τ2, ξ2,λ2), and y∞( · ; τ2,λ2,η2).
Finally, assume that

g(t, y∞(t; τi,λi,ηi)) �= 0, t ∈ (τi, b],

for i = 1,2. Then problem (1)–(3) has two distinct solutions u1 and u2 which can be represented as

ui(t) =

{

x∞(t; τi, ξi,λi) if t ∈ [a, τi],
y∞(t; τi,λi,ηi) if t ∈ (τi, b]

for i = 1,2.

5. Approximation of solutions

The solvability of the determining system (55) can be established similarly to [39] by studying its approximate version
∫ τ

a
f (s, xm(s; τ, ξ ,λ))ds = λ − ξ ,

∫ b

τ
f (s, ym(s; τ,λ,η))ds = η − λ − γ (λ),

g(τ,λ) = 0,

Az +Cη = d

(61)

with the additional condition

g(t, ym(t; τ,λ,η)) �= 0, t ∈ (τ, b]. (62)

Clearly, (61), (62) is obtained from (55), (56) by replacing the limit function by one of the iterations. It is important that the value

of m ≥ 0 here is fixed and all the terms involved in (61) and (62) can be constructed explicitly.

Let the quartet (τ̂ , ξ̂ , λ̂, η̂) ∈ (a, b) × �a × �τ̂ × �b be a root of system (61) for a fixed m ≥ 0. Assume that (τ̂ , ξ̂ , λ̂, η̂) also

satisfy (62) and consider the function

û(t) :=

{

xm(t; τ̂ , ξ̂ , λ̂) if t ∈ [a, τ̂ ],

ym(t; τ̂ , λ̂, η̂) if t ∈ (τ̂ , b].
(63)

Due to (62), the function û undergoes a single jump of value γ (λ̂) at the instant of time τ̂ . Recalling Theorem 3.2, we obtain that

inequality (23) yields

|x∞(t; τ̂ , ξ̂ , λ̂) − xm(t; τ̂ , ξ̂ , λ̂)| ≤
5

9
α1(t; a, τ̂ )Km

∗ (1n − K∗)
−1δO̺(�a,τ−)( f ), t ∈ [a, τ̂ ], m ≥ 1, (64)

with K and ϱ from Theorem 3.2. In a similar manner, inequality (41) implies that

|y∞(t; τ̂ , λ̂, η̂) − ym(t; τ̂ , λ̂, η̂| ≤
5

9
α1(t; τ̂ , b)Km

∗ (1n − K∗)
−1δO̺(�τ+,b)

( f ), t ∈ [τ̂ , b], m ≥ 1, (65)

with K and ϱ from Theorem 3.4.

Estimates (64) and (65) allow one to regard function (63) as the mth approximation to a solution of problem (1)–(3). The

meaning of the variables appearing in (63) in relation to the exact solution u of (1)–(3) is explained by Table 1.

The solvability analysis based on properties of equations (61) can be carried out by analogy to [41,42] based on topological

degree methods. This topic is not treated here.

The most difficult part of the approach presented here is the construction of the functions xm( · ; τ, ξ ,λ) and ym( · ; τ,λ,η)
in (16) and (36). If the explicit integration in (16) and (36) is impossible or difficult, one can use suitable modified versions of

(16) and (36) which, at the expense of a certain loss in accuracy, lead one to iterations better suited for practical computations.

Two modifications of this kind are particularly natural, namely, a scheme with polynomial interpolation [43] and that which

may be called as “frozen” parameters scheme, where the computation is facilitated by substituting the roots of the (m − 1)th



134

736 I. Rachůnková et al. / Applied Mathematics and Computation 274 (2016) 726–744

approximate determining system into the formula for the mth iteration before the mth determining system is constructed (see,

e. g. [34]). In the latter case, where the “frozen” parametersmodification is implemented, one can suggest the following algorithm

for the approximate solution of problem (1)–(3).

1. Choose a compact convex set �a ⊂ R
n and put �b = {x + γ (x) : x ∈ �a} (see (60) in Remark 4.5). Verify the assumptions of

Theorems 3.2 and 3.4 and, in case of success, continue to the next step.

2. Compute x1( · ; τ, ξ ,λ) and y1( · ; τ,λ,η) from (16) and (36) keeping (τ , ξ , λ, η) ∈ (a, b) × �a × �a × �b as parameters.

3. Put m := 1 in system (61) and find its solution (τ̂ , ξ̂ , λ̂, η̂) ∈ (a, b) × �a × �a × �b.

4. Put m := 2, X1 := x1( · ; τ̂ , ξ̂ , λ̂) and Y1 := y1( · ; τ̂ , λ̂, η̂) and, for arbitrary parameters (τ , ξ , λ, η) ∈ (a, b) × �a × �a × �b,

derive the second “frozen” iterations x̂2( · ; τ, ξ ,λ) and ŷ2( · ; τ,λ,η) by inserting the functions X1 and Y1 into (16) and (36) as

follows:

x̂2(t; τ, ξ ,λ) := ξ +

∫ t

a
f (s,X1(s))ds −

t − a

τ − a

∫ τ

a
f (s,X1(s))ds +

t − a

τ − a
(λ − ξ) for t ∈ [a, τ ] and (66)

ŷ2(t; τ,λ,η) := λ + γ (λ) +

∫ t

τ
f (s,Y1(s))ds −

t − τ

b− τ

∫ b

τ
f (s,Y1(s))ds +

t − τ

b− τ
(η − λ − γ (λ)) (67)

for t ∈ [τ , b].
5. For m = 2, modify system (61) by substituting there the second “frozen” iterations x̂2( · ; τ, ξ ,λ) and ŷ2( · ; τ,λ,η). Solve the

resulting modified approximate determining system
∫ τ

a
f (s, x̂2(s; τ, ξ ,λ))ds = λ − ξ ,

∫ b

τ
f (s, ŷ2(s; τ,λ,η))ds = η − λ − γ (λ),

g(τ,λ) = 0,

Az +Cη = d

(68)

in the set (a, b) × �a × �a × �b and denote its solution again by (τ̂ , ẑ, λ̂, η̂).
6. Similarly to (66) and (67), construct the third “frozen” iterations x̂3( · ; τ, ξ ,λ) and ŷ3( · ; τ,λ,η) by inserting the functions

X2 := x2( · ; τ̂ , ξ̂ , λ̂) and Y2 := y2( · ; τ̂ , λ̂, η̂) into (16) and (36) for m = 3. The values (τ , ξ , λ, η) ∈ (a, b) × �a × �a × �b are

kept as parameters.

7. For m = 3, modify system (61) by inserting there the third “frozen” iterations x̂3( · ; τ, ξ ,λ) and ŷ3( · ; τ,λ,η). Solve the re-

sulting modified system in the set (a, b) × �a × �a × �b and denote its solution again by (τ̂ , ξ̂ , λ̂, η̂).
8. In a similar manner, derive several further “frozen” iterations.

9. If, for somem ≥ 0, themth and (m − 1)th “frozen” iterations are close enough to one another, verify the condition

g(t,Ym(t)) �= 0, t ∈ (τ̂ , b]. (69)

If (69) is fulfilled, then the function

û(t) :=

{

Xm(t) if t ∈ [a, τ̂ ],
Ym(t) if t ∈ (τ̂ , b],

is regarded as the mth approximation of a solution u of problem (1)–(3) with u(a) ∈ �a and exactly one jump. If (69) is not

satisfied, then a different set �a should be chosen.

Note that the computation can be started directly at m = 0, in which case no iteration is carried out yet and one works with

the initial functions (15), (35) only. Being a piecewise linear function, the zeroth approximation is very rough but, nevertheless,

it is usually helpful as a preliminary “shot” providing us with a certain basic information. In particular, the roots of the zeroth

approximate determining equation, which has the simplest possible form because linear functions of ξ , λ and η are substituted

into the non-linearity, can provide a hint helping one to choose the sets �a, �τ−, �τ+, and �b in a suitable way and avoid

unnecessary computations on sets that might possibly be excessively large.

6. Example

Let us apply the numerical-analytic approach described above to the system

u′
1(t) = (u2(t))

2 −
t

5
u1(t) +

t3

100
−

t2

25
,

u′
2(t) =

t2

10
u2(t) +

t

8
u1(t) −

21t3

800
+

t

16
+

1

5
, a.e. t ∈

[

0,
1

2

]

,

(70)
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with state-dependent jumps governed by the rule

u1(t + ) − u1(t − ) =
1

2
, u2(t + ) − u2(t − ) = −

1

10
for t such that

(

u1(t) +
1

2

)2

+ u2(t) =
1

25
. (71)

Let us consider the impulsive system (70), (71) under the two-point boundary condition

(

1
4

− 1
2

0 0

)(

u1(0)

u2(0)

)

+

(

1
2

0
1
4

0

)(

u1

(

1
2

)

u2

(

1
2

)

)

=

(

−0.1212

0.0019

)

. (72)

We are interested in solutions of problem (70)–(72) according to Definition 1.1 with p = 1. Therefore, our solution is a left-

continuous vector function u :
[

0, 1
2

]

→ R
2, u = col(u1,u2), which intersects the barrier

G :=
[

0, 1
2

]

×

{

(x1, x2) ∈ R
2 :

(

x1 +
1

2

)2

+ x2 −
1

25
= 0

}

(73)

exactly once. Accordingly, there exists a unique τ ∈
(

0, 1
2

)

such that

(

u1(τ ) +
1

2

)2

+ u2(τ ) =
1

25
. (74)

Furthermore, the restrictions u|[0, τ ] and u|(τ , b] have continuous derivatives, u satisfies (70) for t ∈
[

0, 1
2

]

\ {τ } and has a jump at

τ . The size of the jump is given by the constant vector γ = col (0.5, −0.1). Finally, u satisfies (72).

We describe in detail the individual steps of our method. Let a = 0, b = 1/2, and f = col( f1, f2), where

f1(t, x1, x2) = x22 −
t

5
x1 +

t3

100
−

t2

25
, f2(t, x1, x2) =

t2

10
x2 +

t

8
x1 −

21t3

800
+

t

16
+

1

5
(75)

for all t ∈
[

0, 1
2

]

and (x1, x2) ∈ R
2. Clearly, (70)–(72) is a particular case of (1)–(3).

6.1. Application of Theorem 3.2

Assume that τ ∈ (0, 1/2) is a parameter and put

�0 = �τ− =
{

(x1, x2) : −8.44 ≤ x1 ≤ 0.15, −4.0 ≤ x2 ≤ 0.15
}

. (76)

Then the corresponding set �0,τ− coincides with (76) (see Remark 4.5). Let us put, e. g.,

̺0 = col (2.46,0.2). (77)

Then, by (6) and (76), the ϱ0-neighborhoodO̺0
(�0,τ−) of the set �0,τ− (or, which is the same in this case, �0) has the form

O̺0
(�0) =

{

(x1, x2) : −10.9 ≤ x1 ≤ 2.61,−4.2 ≤ x2 ≤ 0.35
}

.

Direct computations show that f given by (75) belongs to LipK0
(O̺0

(�0)) (see (8)) with ϱ0 given by (77) and

K0 :=

(

1
10

42
5

1
16

1
40

)

.

Since r(K0) ≈ 0.788, it follows that r(K0) < 10/(3(b− a)) = 20/3, i. e., K0 satisfies (22). Computing the vector δ
O̺0

(�0)
( f ) accord-

ing to (9) and (75), we find

δO̺0
(�0)( f ) = max

(t,x)∈[0, 1
2 ]×O̺0

(�0)
f (t, x) − min

(t,x)∈[0, 1
2 ]×O̺0

(�0)
f (t, x) =

(

18.991
0.958125

)

,

and, therefore,

̺0 =

(

2.46
0.2

)

≥

(

2.373875000
0.119765625

)

=
1

8
δO̺0

(�0)( f ). (78)

Inequality (78) means that (21) holds. All the conditions of Theorem 3.2 are thus satisfied and, consequently, the sequence of

functions (16) is convergent in this example.

6.2. Application of Theorem 3.4

Let us put

� 1
2

= �τ+ =
{

(y1, y2) : −7.94 ≤ y1 ≤ 0.7, −4.15 ≤ y2 ≤ 0.05
}

. (79)
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According to Remark 4.5, �
τ+, 1

2
coincides with set (79). Choose the vector

̺1 := col(2.63,0.15).

Then, according to (6) and (76), the ϱ1-neighborhood O̺1
(� 1

2
) of � 1

2
has the form

O̺1
(� 1

2
) =

{

(y1, y2) : −10.57 ≤ y1 ≤ 3.33, −4.3 ≤ y2 ≤ 0.2
}

.

A direct computation shows that f ∈ LipK1
(O̺1

(� 1
2
)) with

K1 =

(

1/10 43/5
1/16 1/40

)

.

Since r(K1) ≈ 0.7966, we have r(K1) < 10/(3(b− a)) = 20/3 and, hence, K1 satisfies (22). Furthermore, (9) yields

1

8
δO̺1

(�1/2)( f ) =
1

8

(

19.88
0.98125

)

=

(

2.485
0.12265625

)

≤

(

2.63
0.15

)

= ̺1

which means that ϱ1 satisfies condition (40). Thus, all the assumptions of Theorem 3.4 hold and the convergence of sequence

(36) is guaranteed.

6.3. Starting functions and first iteration

Consider the parameters (τ, ξ ,λ,η) ∈

(

0, 1
2

)

× �0 × �0 × � 1
2
, where

ξ = col(ξ1, ξ2),

λ = col(λ1,λ2)

,

η = col(η1,η2).

By (15) and (35), the starting functions x0 = col(x01, x02) and y0 = col(y01, y02) have the form

x01(t; τ, ξ1,λ1) =

(

1 −
t

τ

)

ξ1 +
t

τ
λ1, (80)

x02(t; τ, ξ2,λ2) =

(

1 −
t

τ

)

ξ2 +
t

τ
λ2 (81)

for t ∈ [0, τ ] and

y01(t; τ,λ1,η1) =

(

1 −
t − τ
1
2

− τ

)

(λ1 + 0.5) +
t − τ
1
2

− τ
η1, (82)

y02(t; τ,λ2,η2) =

(

1 −
t − τ
1
2

− τ

)

(λ2 − 0.1) +
t − τ
1
2

− τ
η2 (83)

for t ∈ [τ, 1
2 ]. The first iterations x1 = col(x11, x12) and y1 = col(y11, y12) can be found by using symbolic computation systems

(in our case, Maple 14) from (16) and (36), wherem = 1, a = 0, b = 1/2. The explicit expressions may be rather complicated. For

example, x11( · ; τ, ξ1, ξ2,λ1,λ2) is given by the formula

x11(t; τ, ξ1, ξ2,λ1,λ2) = ξ1 +
1

400
t4 +

1

3

[(

−ξ2
τ

+
λ2

τ

)2

+
ξ1
5τ

−
λ1

τ
−

1

25

]

t3 +
1

2

[

2ξ2

(

−ξ2
τ

+
λ2

τ

)

−
ξ1
5

]

t2

+ ξ 2
2 t −

t

τ

[

1

400
τ 4

+
1

3

(

(

−ξ2
τ

+
λ2

τ

)2

+
ξ1
τ

−
λ1

5τ
−

1

25

)

τ 3

+
1

2

(

2ξ2

(

−ξ2
τ

+
λ2

τ

)

−
ξ1
5

)

τ 2
+ ξ 2

2 τ

]

+
t(λ1 − ξ1)

τ
, t ∈ [0, τ ].

However, once there is a way to construct these functions, the concrete explicit formulas are unimportant at this point because

they become proper approximations only after the substitution of suitable values of parameters. Those values are obtained by

solving the approximate determining equations. In the case considered, system (61) form = 1 has the form
∫ τ

0

f1(s; x11(s; τ, ξ1, ξ2,λ1,λ2), x12(s; τ, ξ1, ξ2,λ1,λ2))ds = λ1 − ξ1, (84)
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Table 2

Approximate values of parameters for the first solution of problem (70)–(72).

Variable m = 1 m = 2 m = 3 m = 4

τ 0.377367167 0.377366182 0.377366354 0.377366355

ξ 1 −8.437535639 −8.437471330 −8.437478608 −8.437478618

ξ 2 −3.968767820 −3.968735665 −3.968739304 −3.968739309

λ1 −2.493949925 −2.493944384 −2.493945315 −2.493945318

λ2 −3.935836303 −3.935836303 −3.935817921 −3.935817931

η1 0.007600000 0.007600000 0.007600000 0.007600002

η2 −4.024145297 −4.024123042 −4.024126787 −4.024126798

∫ τ

0

f2(s; x11(s; τ, ξ1, ξ2,λ1,λ2), x12(s; τ, ξ1, ξ2,λ1,λ2))ds = λ2 − ξ2, (85)

∫ 1
2

τ
f1(s; y11(s; τ,λ1,λ2,η1,η2), y12(s; τ,λ1,λ2,η1,η2))ds = η1 − λ1 − 0.5, (86)

∫ 1
2

τ
f2(s; y11(s; τ,λ1,λ2,η1,η2), y12(s; τ,λ1,λ2,η1,η2))ds = η2 − λ2 + 0.1, (87)

(λ1 + 0.5)
2

+ λ2 = 0.04, (88)

(

0.25 −0.5
0 0

)(

ξ1
ξ2

)

+

(

0.5 0
0.25 0

)(

η1

η2

)

=

(

−0.1212
0.0019

)

. (89)

We see that system (84)–(89) consists of seven algebraic equations with the unknowns τ , ξ 1, ξ 2, λ1, λ2, η1,

η2, the values of which are sought for in the set (0, 1
2 ) × �0 × �0 × � 1

2
(see (76) and (79)). For ξ1 ∈ [−8.44,−1],

numerical computations give the roots constituting the first column of Table 2. Substituting these roots into

x11( · ; τ, ξ1, ξ2,λ1,λ2), x12( · ; τ, ξ1, ξ2,λ1,λ2), y11(·; τ,λ1,λ2,η1,η2), and y12(·; τ,λ1,λ2,η1,η2),
we get the respective functions

X11(t) = −8.437535639 + 15.71336319 t + 0.4974130077 t2 − 1.060804186 t3 + 0.0025 t4,

X12(t) = −3.968767820 + 0.200096725 t − 0.4960959775 t2 + 0.5239635733 t3 − 0.004380837 t4,

Y11(t) = −8.254109890 + 16.58414073 t + 0.4271345180 t2 − 1.098402835 t3 + 0.0025 t4,

Y12(t) = −4.072409823 + 0.2001284496 t − 0.4783214004 t2 + 0.5443348006 t3 − 0.004179165 t4,

which are used at the next step for the computation of the second iteration.

6.4. Second iteration

Assume again that parameters (τ, ξ ,λ,η) ∈

(

0, 1
2

)

× �0 × �0 × � 1
2
are arbitrary. We shall use the “frozen” iterations de-

scribed in Section 5. Based on the functions X1 = col(X11,X12) and Y1 = col(Y11,Y12), we construct the second iterations x̂2 =

col(x̂21, x̂22) and ŷ2 = col(ŷ21, ŷ22) from (66) and (67), where a = 0, b = 1/2. Then, according to (68), solve the system
∫ τ

0

f1(s; x̂21(s; τ, ξ1, ξ2,λ1,λ2), x̂22(s; τ, ξ1, ξ2,λ1,λ2))ds = λ1 − ξ1,

∫ τ

0

f2(s; x̂21(s; τ, ξ1, ξ2,λ1,λ2), x̂22(s; τ, ξ1, ξ2,λ1,λ2))ds = λ2 − ξ2,

∫ 1
2

τ
f1(s; ŷ21(s; τ,λ1,λ2,η1,η2), ŷ22(s; τ,λ1,λ2,η1,η2))ds = η1 − λ1 − 0.5,

∫ 1
2

τ
f2(s; ŷ21(s; τ,λ1,λ2,η1,η2), ŷ22(s; τ,λ1,λ2,η1,η2))ds = η2 − λ2 + 0.1

(90)

together with equations (88), (89). System (90), (88), (89) consists of seven equations and has to be solved numerically with

respect to the same number of unknowns τ , ξ 1, ξ 2, λ1, λ2, η1, and η2. Note that this task is considerably simpler than solving

(61) with m = 2.



138
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Table 3

Approximate values of parameters for the second solution of problem (70)–(72).

Variable m = 1 m = 2 m = 3 m = 4

τ 0.181450919 0.181450845 0.181450845 0.181450846

ξ 1 −0.492769263 −0.492769235 −0.492769235 −0.492769235

ξ 2 0.003615368 0.003615383 0.003615383 0.003615383

λ1 −0.491120618 −0.491120590 −0.491120590 −0.491120590

λ2 0.039921157 0.039921156 0.039921156 0.039921156

η1 0.007600000 0.007600000 0.007600000 0.007600000

η2 0.010065508 0.010065542 0.010065542 0.010065542

Finding the roots of (90), (88), (89), we obtain the values presented in the second column of Table 2, and by inserting them

into the expressions for x̂2( · ; τ, ξ ,λ) and ŷ2( · ; τ,λ,η), we obtain the functions

X21(t) = −8.43747133 + 15.75100318 t + 0.04961612083 t2 + 0.2650485212 t3

−1.111749125 t4 + 0.1405463792 t5 − 0.08702093740 t6

+0.03984063677 t7 − 0.5738497521 · 10−3t8 + 0.213241475 · 10−5t9,

X22(t) = −3.968735665 + 0.1999734728 t − 0.4960959774 t2 + 0.5224312056 t3

+0.01398407462 t4 − 0.0364420242 t5 + 0.878480955 · 10−2t6 − 0.6258338571 · 10−4t7,

Y21(t) = −8.241206558 + 16.58434465 t + 0.01040592499 t2 + 0.1930215965 t3

−1.175096781 t4 + 0.1400768463 t5 − 0.08715111796 t6

+0.04289976329 t7 − 0.568716202 · 10−3t8 + 0.1940602001 · 10−5t9,

Y22(t) = −4.072094611 + 0.2000007263 t − 0.4846318681 t2 + 0.5552588696 t3

+0.01178866493 t4 − 0.03702649888 t5 + 0.912433001 · 10−2t6 − 0.5970235357 · 10−4t7,

which are used for the computation of the third iteration.

6.5. Higher iterations

Higher iterations are constructed by analogy. For m = 3 and m = 4, the corresponding values of parameters obtained by

solving the approximate determining equations are shown, respectively, in the third and fourth columns of Table 2. Carrying

out computations in Maple and constructing the corresponding functions X4 = col(X41,X42) and Y4 = col(Y41,Y42), we show that

condition (69) holds form = 4. More precisely, for τ̂ ≈ 0.377366355 and every t ∈ (τ̂ ,0.5], the value of (Y41(t) + 1/2)2 + Y42(t) −

1/25 is strictly negative and belongs to the interval [−4,−1]. Consequently, the function

û(t) =

{

X4(t) if t ∈

[

0, τ̂
]

,

Y4(t) if t ∈

(

τ̂ , 1
2

]

,

is the fourth approximation of the first solution of problem (70)–(72). The graph of the solution is shown on Fig. 1a and, compo-

nentwise, on Fig. 1b and c. Fig. 2 shows barrier (73) and the point where it is intersected by the solution.

Substituting the approximation û of the first solution into system (70), we obtain a residual estimated as follows:

max
t∈[0,τ̂ ]

∣

∣

∣

∣

X ′
41(t) − X2

42(t) +
t

5
X41(t) −

t3

100
+

t2

25

∣

∣

∣

∣

≈ 1.1 · 10−7,

max
t∈[0,τ̂ ]

∣

∣

∣

∣

X ′
42(t) −

t2

10
X42(t) −

t

8
X41(t) +

21

800
t3 −

1

16
t −

1

5

∣

∣

∣

∣

≈ 3.1 · 10−8,

max
t∈[τ̂ , 1

2 ]

∣

∣

∣

∣

Y ′
41(t) − Y 2

42(t) +
t

5
Y41(t) −

t3

100
+

t2

25

∣

∣

∣

∣

≈ 4.0 · 10−8,

max
t∈[τ̂ , 1

2 ]

∣

∣

∣

∣

Y ′
42(t) −

t2

10
Y42(t) −

t

8
Y41(t) +

21

800
t3 −

1

16
t −

1

5

∣

∣

∣

∣

≈ 6.6 · 10−9.

6.6. Detection of the second solution

FurtherMaple computations show that, for ξ1 ∈ [−1,0], system (84)–(89) has another root, which leads us to another solution

of problem (70)–(72). The approximate values of parameters and functions Xm and Ym for 1 ≤ m ≤ 4 are found similarly to the

preceding case. The numerical values of parameters are shown in Table 3. One can also verify that inequality (69) holds for
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Fig. 1. The first solution of problem (70)–(72).

m = 4. More precisely, for τ̂ ≈ 0.1814508455 and any t ∈ (τ̂ ,0.5], the value of (Y41(t) + 1/2)2 + Y42(t) − 1/25 is strictly positive

and belongs to the interval [0.16, 0.23]. Consequently, the function

û(t) =

{

X4(t) if t ∈ [0, τ̂ ],

Y4(t) if t ∈

(

τ̂ , 1
2

]

,

is the fourth approximation of the second solution of problem (70)–(72). Fig. 3 shows barrier (73) and its intersection point with

the second solution.

The accuracy of approximation of the second solution can be examined by substituting û into (70), which produces a residual

estimated as follows:

max
t∈[0,τ̂ ]

∣

∣

∣

∣

X ′

41(t) − X2
42(t) +

t

5
X41(t) −

t3

100
+

t2

25

∣

∣

∣

∣

≈ 3 · 10−11,

max
t∈[0,τ̂ ]

∣

∣

∣

∣

X ′

42(t) −
t2

10
X42(t) −

t

8
X41(t) +

21

800
t3 −

t

16
−

1

5

∣

∣

∣

∣

≈ 4 · 10−12,

max
t∈[τ̂ , 1

2 ]

∣

∣

∣

∣

Y ′

41(t) − Y 2
42(t) +

t

5
Y41(t) −

t3

100
+

t2

25

∣

∣

∣

∣

≈ 1 · 10−10,

max
t∈[τ̂ , 1

2 ]

∣

∣

∣

∣

Y ′

42(t) −
t2

10
Y42(t) −

t

8
Y41(t) +

21

800
t3 −

t

16
−

1

5

∣

∣

∣

∣

≈ 1.15 · 10−10.

6.7. Testing other barriers

A similar argument is applicable if barriers different from (73) are considered. In particular, we have carried out our compu-

tations for problem (70)–(72) with the jump

γ = col(0.55,−0.15)
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Fig. 2. Barrier (73) and its intersection point (τ , u1(τ ), u2(τ )) with the first solution of problem (70)–(72).

Fig. 3. Barrier (73) and its intersection point with the second solution of problem (70)–(72) with the jump γ = col(0.55,−0.15).

and one of the following three barriers:

G1 := {(t, x1, x2) : x21 + x22 − t = 0, 0 ≤ t ≤ 1/2}, (91)

G2 := {(t, x1, x2) : x21 + x2 − t = 0, 0 ≤ t ≤ 1/2}, (92)

G3 := {(t, x1, x2) : (x1 + 1/2)2 + t2 − 1/10 = 0, 0 ≤ t ≤ 1/2}. (93)

In all the three cases (91)–(93), the third and fourth approximations of a solution are very close to one another and inequality

(69) holds for m = 4. The intersection points of the solution of problem (70)–(72) with G replaced by Gi, i = 1,2,3, given by

(91)–(93) are shown, respectively, on Fig. 4a–c.
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Fig. 4. Barriers and the points where they are intersected by the solution of problem (70)–(72) with the jump γ = col(0.55,−0.15).
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[33] I. Rachůnková, J. Tomeček, Fixed point problem associated with state-dependent impulsive boundary value problems, Bound. Value Probl. 172 (2014) 17.
[34] A. Rontó, M. Rontó, J. Varha, A new approach to non-local boundary value problems for ordinary differential systems, Appl. Math. Comput. 250 (2015)

689–700, doi:10.1016/j.amc.2014.11.021.
[35] M. Rontó, A.M. Samoilenko, Numerical-analytic Methods in the Theory of Boundary-value Problems, World Scientific Publishing Co. Inc., River Edge, NJ,

2000, doi:10.1142/9789812813602.
[36] M. Ronto, N. Shchobak, On parametrized problems with non-linear boundary conditions, Electron. J. Qual. Theory Differential Equation 7 (20) (2004) 1–25.
[37] A. Rontó, M. Rontó, Successive approximation techniques in non-linear boundary value problems for ordinary differential equations, in: Handbook of

Differential Equations: Ordinary Differential Equations. Vol. IV, Handbook of Differential Equations, Elsevier/North-Holland, Amsterdam, 2008, pp. 441–
592.

[38] A. Rontó, M. Rontó, On nonseparated three-point boundary value problems for linear functional differential equations, Abstr. Appl. Anal. (2011) 1–22,Art. ID
326052, doi:10.1155/2011/326052.

[39] A. Rontó, M. Rontó, N. Shchobak, Constructive analysis of periodic solutions with interval halving, Bound. Value Probl. 57 (2013) 34, doi:10.1186/
1687-2770-2013-57.

[40] A. Rontó, M. Rontó, N. Shchobak, Notes on interval halving procedure for periodic and two-point problems, Bound. Value Probl. 164 (2014) 1–20.
[41] A. Rontó, M. Rontó, Existence results for three-point boundary value problems for systems of linear functional differential equations, Carpathian J. Math. 28

(1) (2012) 163–182.
[42] M. Rontó, Y. Varha, Constructive existence analysis of solutions of non-linear integral boundary value problems, Miskolc Math. Notes 15 (2) (2014) 725–742.
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Abstract:Wedescribe a reduction technique allowing one to combine an analysis of the existence of solutions

with an efficient construction of approximate solutions for a state-dependentmulti-impulsive boundary value

problem which consists of non-linear system of differential equations

u�(t) = f(t, u(t)) for a.e. t ∈ [a, b],

subject to the state-dependent impulse condition

u(t+) − u(t−) = γt(u(t−)) for t ∈ (a, b) such that g(t, u(t−)) = 0,

and the non-linear two-point boundary condition

V(u(a), u(b)) = 0.
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1 Problem setting

We consider the non-linear system of differential equations

du(t)
dt
= f(t, u(t)) for a.e. t ∈ [a, b] (1.1)

with −∞ < a < b < ∞ and a continuous vector function f : [a, b] × ℝn → ℝn. Equation (1.1) is subject to the
non-linear two-point boundary condition

V(u(a), u(b)) = 0, (1.2)

where V : ℝn × ℝn → ℝn is continuous, and the jump condition

u(t+) − u(t−) = γt(u(t−)) for t ∈ (a, b) such that g(t, u(t−)) = 0. (1.3)

*Corresponding author: András Rontó: Institute of Mathematics, Academy of Sciences of Czech Republic, Žižkova 22,
616 62 Brno, Czech Republic, e-mail: ronto@math.cas.cz
Irena Rachůnková, Lukáš Rachůnek: Department of Mathematical Analysis, Faculty of Science, Palacký University,
17, listopadu 12, 771 46 Olomouc, Czech Republic, e-mail: irena.rachunkova@upol.cz, lukas.rachunek@upol.cz
Miklós Rontó: Institute of Mathematics, University of Miskolc, 3510, Miskolc-Egyetemváros, Hungary,
e-mail: matronto@uni-miskolc.hu

Brought to you by | Palacky University Olomouc

Authenticated | irena.rachunkova@upol.cz author's copy

Download Date | 2/16/17 11:44 AM



144

2 | A. Rontó et al., State-dependent multi-impulsive boundary value problems

Here, the functions γt : ℝn → ℝn, t ∈ (a, b), and g : [a, b] × ℝn → ℝ are continuous. The set

G := {(t, x) ∈ [a, b] × ℝn : g(t, x) = 0} (1.4)

determined by the function g from (1.3) contains all the points of the phase space where the jumps occur and

is called a barrier.

The time instants t involved in condition (1.3) dependona solution u through the equation g(t, u(t−)) = 0
and are a priori unknown. The jumps of trajectories that may occur in this system are thus state-dependent.

Differential models involving state-dependent jumps arise in a number of real life problems (see, e.g.,

[1ś4, 13, 14]). It should be noted, however, that the majority of results available at the moment concern

systems with impulses occurring at őxed times. This is due to the fact that the presence of state-dependent

jumps signiőcantly changes the properties of boundary value problems. We refer to [6, 7] for more details,

where new existence theorems for boundary value problemswith both state-dependent and őxed-time jumps

are proven. The results available for boundary value problems with state-dependent jumps concern mostly

the case of linear boundary conditions and barriers of the form

{(t, x) ∈ [a, b] × ℝn : t = g(x)}, (1.5)

which are the special cases of (1.2) and (1.4), respectively. Only solutions intersecting the barrier set exactly

once are treated in the papers cited. Moreover, according to our knowledge, no numerical results for bound-

ary value problems with state-dependent impulses are currently available in the literature, except of [5]. In

particular, the paper [5] provides a way to detect a solution of a problem of this kind in the case where the

boundary conditions are linear and the solution intersects the barrier only once.

Here, we study solutions of problem (1.1), (1.2), (1.3) that are allowed to meet the barrier őnitely many

times. More precisely, we study solutions with p jumps deőned as follows.

Deőnition 1.1. Let p ∈ ℕ. A left continuous vector function u : [a, b] → ℝn is called a solution of problem

(1.1), (1.2), (1.3) with p jumps if (1.2) holds and there exist points a < τ1 < τ2 < ⋅ ⋅ ⋅ < τp < b such that
(1) the restrictions u|[a,τ1], u|(τ1 ,τ2], . . . , u|(τp ,b] have continuous derivatives,
(2) u satisőes (1.1) for t ∈ [a, b] \ {τ1, τ2, . . . , τp},
(3) the conditions

g(τi , u(τi)) = 0, i = 1, . . . , p, g(t, u(t)) ̸= 0, t ∈ [a, b] \ {τ1, . . . , τp}, (1.6)

u(τi+) − u(τi) = γτi (u(τi)), i = 1, . . . , p, (1.7)

hold.

Note that both differential equation (1.1) and boundary conditions (1.2) are, generally speaking, non-linear,

and, in contrast to (1.5), appearing in the earlier works, a barrier set of the general form (1.4) is considered.

2 Notation and subsidiary statements

(1) The notation |x| = col(|x1|, . . . , |xn|) is used for any x = col(x1, . . . , xn) ∈ ℝn. The operations łmax” and

łmin” for vector functions as well as the inequalities between vectors are understood componentwise.

(2) 1n is the unit matrix of dimension n.

(3) 0n is the zero matrix of dimension n.

(4) r(K) is the maximal, in modulus, eigenvalue of a matrix K.

(5) For D ⊂ ℝn and f : [a, b] × D → ℝn, the notation f ∈ Lip(K, D)means that there exists a square matrix K

with non-negative entries satisfying the componentwise Lipschitz condition

|f(t, u1) − f(t, u2)| ≤ K|u1 − u2|, t ∈ [a, b], u1, u2 ∈ D.

(6) For a non-negative vector ϱ ∈ ℝn, a componentwise ϱ-neighbourhood of a point z ∈ ℝn is deőned as

B(z, ϱ) := {ν ∈ ℝn : |ν − z| ≤ ϱ}. (2.1)
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(7) For given two sets D1 ⊂ ℝn and D2 ⊂ ℝn we introduce the set
H(D1, D2) := {(1 − θ)z1 + θz2 : z1 ∈ D1, z2 ∈ D2, θ ∈ [0, 1]}. (2.2)

(8) If D ⊂ ℝn is a compact set and f : [a, b] × D → ℝn is continuous, we put
δf (D) := max

(t,x)∈[a,b]×D
f(t, x) − min

(t,x)∈[a,b]×D
f(t, x). (2.3)

(9) Let −∞ < t0 < t1 < ∞ be arbitrary and

α1(t; t0, t1) = 2(t − t0)(1 − t − t0
t1 − t0 ), t ∈ [t0, t1]. (2.4)

It follows immediately from (2.4) that α( ⋅ ; t0, t1) is non-negative and
max

t∈[t0 ,t1]
α1(t; t0, t1) = 1

2
(t1 − t0). (2.5)

Function (2.4) is useful in view of the following lemma.

Lemma 2.1 ([8, Lemma 3.13]). The estimate

!!!!!!!!!
t

∫
t0

z(s)ds − t − t0
t1 − t0

t1

∫
t0

z(s)ds
!!!!!!!!! ≤

1

2
α1(t; t0, t1)( max

s∈[t0 ,t1]
z(s) − min

s∈[t0 ,t1]
z(s))

holds for arbitrary t ∈ [t0, t1] and continuous vector function z : [t0, t1] → ℝn.
Let the functions {αm( ⋅ ; t0, t1) : m ≥ 1} be deőned by the recurrence relation

αm+1(t; t0, t1) = (1 − t − t0
t1 − t0 )

t

∫
t0

αm(s; t0, t1)ds + t − t0
t1 − t0

t1

∫
t

αm(s; t0, t1)ds, t ∈ [t0, t1], (2.6)

where m = 0, 1, . . . and α0( ⋅ ; t0, t1) ≡ 1. For m = 0, formula (2.6) reduces to (2.4).

Lemma 2.2 ([8, Lemma 3.16]). The estimate

αm+1(t; t0, t1) ≤ 10
9
(3(t1 − t0)

10
)mα1(t; t0, t1), t ∈ [t0, t1],

holds for any m = 0, 1, . . . .

3 Sets of parameters and auxiliary model problems

Let p ∈ ℕ. The idea thatwe are going to follow is to approximate a solution u of problem (1.1), (1.2), (1.3)with

p jumps (see Deőnition 1.1) by suitable sequences of functions separately on the interval [a, τ1] preceding
the moments τ1, τ2, . . . , τp of jumps (pre-jump evolution) and then sequentially on the intervals

[τ1, τ2], [τ2, τ3], . . . , [τp−1, τp], [τp , τp+1], (3.1)

with τp+1 := b, which correspond to the after-jump evolution. The time instants where the jumps occur are

treated as the parameters to be determined later. The key role in our analysis will be played by the values

τ1, τ2, . . . , τp and λ
[1], λ[2], . . . , λ[p], representing, respectively, the unknown jump times and pre-jump val-

ues of the solution, and ξ , λ[p+1] representing the values of the solution at the points a and b.
Consider (p + 2) compact sets

Ω0, Ω1, . . . , Ωp , Ωp+1 ⊂ ℝn , (3.2)

and, applying a shift by γτk from (1.7), deőne the sets

Ω+k := {x + γτk (x) : x ∈ Ωk}, k = 1, . . . , p.
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Let us focus on solutions u of problem (1.1), (1.2), (1.3) with p jumps such that

u(a) ∈ Ω0, u(τp+1) ∈ Ωp+1,

u(τk) ∈ Ωk , u(τk+) ∈ Ω+k , k = 1, . . . , p.
The techniques to be applied will require to deőne suitable neighbourhoods of sets where the values of pa-

rameters are looked for. For this purpose, we choose some vectors ϱ[0], ϱ[1], ϱ[2], . . . , ϱ[p] fromℝn and, using
notation (2.1), (2.2), construct the sets

U0 := ⋃
v∈H(Ω0 ,Ω1)

B(v, ϱ[0]), (3.3)

Uk := ⋃
v∈H(Ω+

k
,Ωk+1)

B(v, ϱ[k]), k = 1, . . . , p. (3.4)

Then, in Section 4.1, an auxiliary two-point boundary value problem

dx(t)
dt
= f(t, x(t)), t ∈ [a, τ1], x(a) = ξ, x(τ1) = λ[1], (3.5)

is studied, where ξ and λ[1] are treated as free parameters belonging, respectively, to Ω0 and Ω1. Further on,

in Section 4.2, we consider p auxiliary parametrized two-point boundary value problems

dy[k](t)
dt
= f (t, y[k](t)), t ∈ [τk , τk+1],

y[k](τk) = λ[k] + γk(λ[k]), y[k](τk+1) = λ[k+1], k = 1, 2, . . . , p.
(3.6)

The variables
a < τ1 < ⋅ ⋅ ⋅ < τp < τp+1 = b, ξ = col(ξ1, ξ2, . . . , ξn) ∈ Ω0,

λ[k] = col(λ[k]1 , λ
[k]
2 , . . . , λ

[k]
n ) ∈ Ωk , k = 1, 2, . . . , p + 1, (3.7)

appearing in (3.5) and (3.6) are considered as unknown parameters. We are going to consider solutions x( ⋅ )
and y[k]( ⋅ ), k = 1, . . . , p, of the auxiliary problems (3.5) and (3.6) with range in the sets U0 and Uk (see

(3.3) and (3.4)). It should be noted that, although both (3.5) and (3.6) are formally overdetermined problems

(with n equations and 2n boundary conditions), one can see that, in fact, due to the nature of the boundary

conditions imposed, no complications arise in this relation when (3.5) and (3.6) are treated together.

We shall see below that the families of simpler problems (3.5) and (3.6) can be efficiently used in a con-

structive analysis of the original problem (1.1), (1.2), (1.3).

4 Construction of iterations

As has already beenmentioned, approximations are constructed separately on the interval [a, τ1], where still
no jumps occur, and each of the p intervals (3.1) corresponding to the system evolution between the jumps.

4.1 Iterations for the őrst pre-jump evolution

To study problem (3.5) on [a, τ1] × U0, we introduce the parameterized sequences of vector functions

xm(t) := xm(t; τ1, ξ, λ[1]), t ∈ [a, τ1], (4.1)

with the parameters τ1, ξ, λ
[1] from (3.7), by the relations

x0(t) = ξ + t − a
τ1 − a (λ

[1] − ξ), (4.2)

xm(t) = x0(t) +
t

∫
a

f(s, xm−1(s))ds − t − a
τ1 − a

τ1

∫
a

f(s, xm−1(s))ds, t ∈ [a, τ1], m ∈ ℕ. (4.3)
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Here and below, in order not to overload the notation, we often do not specify explicitly the dependence on

the corresponding parameters in longer formulas and keep in braces only the time variable.

Clearly, (4.2) can be rewritten as

x0(t) = (1 − t − a
τ1 − a)ξ +

t − a
τ1 − a λ

[1], t ∈ [a, τ1],

and, therefore, equalities (4.2), (4.3) imply immediately the following proposition.

Proposition 4.1. The equalities

xm(a) = ξ, xm(τ1) = λ[1]

are true for any m ≥ 0.
The following statement establishes the uniform convergence of sequence (4.3).

Theorem 4.2 (Uniform convergence). Assume that there exist a non-negative vector ϱ[0] and a matrix K0 such

that

ϱ[0] ≥ b − a
4

δf (U0), r(K0) < 10

3(b − a) , (4.4)

where U0 and δf (U0) are deőned according to (3.3) and (2.3). In addition, let f satisfy the condition

f ∈ Lip(K0,U0). (4.5)

Then for arbitrary values of the parameters from (3.7):

(1) For any m ≥ 0, xm( ⋅ ) is continuously differentiable on [a, τ1] and
{xm(t) : t ∈ [a, τ1]} ⊂ U0. (4.6)

(2) There exists a vector function x∞ : [a, τ1]→ U0 such that

x∞(t) = lim
m→∞ xm(t) uniformly in t ∈ [a, τ1]. (4.7)

(3) The limit x∞ is a unique continuously differentiable solution with values in U0 of the perturbed boundary

value problem

dx(t)
dt
= f(t, x(t)) + 1

τ1 − aΨ0, t ∈ [a, τ1], x(a) = ξ, x(τ1) = λ[1], (4.8)

where the vector Ψ0 ∈ ℝn depending on the parameters τ1, ξ , and λ[1] is given by the formula

Ψ0 := λ[1] − ξ −
τ1

∫
a

f(s, x∞(s))ds.

(4) The error estimate

|x∞(t) − xm(t)| ≤ 5
9
α1(t; a, τ1)Qm

0 (1n − Q0)−1δf (U0)

holds on [a, τ1] for any m ≥ 1, where α1( ⋅ ; a, τ1) is as in (2.4) and

Q0 = 3(b − a)
10

K0. (4.9)

Proof. Note that (4.8) is an ordinary differential equation and differs from the original equation (1.1) by

the additive constant forcing term Ψ0/(τ1 − a). We will argue as in [5, 8] using Lemmas 2.1 and 2.2. Since

τ1 ∈ (a, b), ξ ∈ Ω0, and λ
[1] ∈ Ω1, using (2.2), (3.3) and (4.2), we obtain

{x0(t) : t ∈ [a, τ1]} ⊂ H(Ω0, Ω1) ⊂ U0.
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Consider an arbitrary őxed m ∈ ℕ ∪ {0} and assume that

{xm(t) : t ∈ [a, τ1]} ⊂ U0.

Then, by virtue of Lemma 2.1 and relations (2.3), (2.5), (4.3) and (4.4), the estimate

|xm+1(t) − x0(t)| ≤ 1
2
α1(t; a, τ1)δf (U0) ≤ ϱ[0], t ∈ [a, τ1], (4.10)

holds, whence, in view of (3.3), it follows that

{xm+1(t) : t ∈ [a, τ1]} ⊂ U0.

This means that (4.10) and (4.6) hold for every m ≥ 0. Inequality (4.10) with m = 0 implies that

|x1(t) − x0(t)| ≤ 1
2
α1(t; a, τ1)δf (U0), t ∈ [a, τ1].

Further on, using (2.6), (4.3), (4.5) and (4.10), we get

|x2(t) − x1(t)| ≤ K0((1 − t − a
τ1 − a)

t

∫
a

|x1(s) − x0(s)|ds + t − a
τ1 − a

τ1

∫
t

|x1(s) − x0(s)|ds)

≤ 1
2
K0δf (U0)α2(t; a, τ1), t ∈ [a, τ1],

and, by induction,

|xm+1(t) − xm(t)| ≤ 1
2
Km
0 δf (U0)αm+1(t; a, τ1), t ∈ [a, τ1], m ∈ ℕ.

Therefore, using Lemma 2.2, we obtain

|xm+1(t) − xm(t)| ≤ 1
2
Km
0 δf (U0)10

9
(3(b − a)

10
)mα1(t; a, τ1)

= 5
9
Qm
0 δf (U0) α1(t; a, τ1) (4.11)

for all t ∈ [a, τ1], m ∈ ℕ. Consider arbitrary m, j ∈ ℕ. In view of (4.4) and (4.9), it follows that r(Q0) < 1.
Then (4.11) yields

|xm+j(t) − xm(t)| ≤ 5
9
α1(t; a, τ1)Qm

0

j−1∑
i=0

Qi
0δf (U0)

≤ 5
9
α1(t; a, τ1)Qm

0 (1n − Q0)−1δf (U0), t ∈ [a, τ1],
and the remaining assertions of Theorem 4.2 follow.

4.2 Iterations for evolution with jumps

Let k ∈ {1, . . . , p}. To study problem (3.6) on [τk , τk+1] × Uk, we introduce the parameterized sequence of

vector functions

y
[k]
m (t) := y[k]m (t; τk , τk+1, λ[k], λ[k+1]), t ∈ [τk , τk+1],

by the relations

y
[k]
0 (t) = (λ[k] + γτk (λ[k])) + t − τk

τk+1 − τk (λ[k+1] − λ[k] − γτk (λ[k])), (4.12)

y
[k]
m (t) = y[k]0 (t) +

t

∫
τk

f (s, y[k]m−1(s))ds − t − τk
τk+1 − τk

τk+1

∫
τk

f (s, y[k]m−1(s))ds, m ∈ ℕ. (4.13)

The parameters τk , τk+1, λ[k], λ[k+1] here are as in (3.7),
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Similarly to Proposition 4.1 for sequence (4.1), we see that (4.12) can be rewritten as

y
[k]
0 (t) = (1 − t − τk

τk+1 − τk )(λ[k] + γτk (λ[k])) +
t − τk

τk+1 − τk λ[k+1] (4.14)

and, therefore, (4.12) and (4.13) imply immediately:

Proposition 4.3. The equalities

y
[k]
m (τk) = λ[k] + γτk (λ[k]), y

[k]
m (τk+1) = λ[k+1]

hold for any m ≥ 0.
Theorem 4.4 (Uniform convergence). Assume that, for each k ∈ {1, 2, . . . , p}, there exist a non-negative vector
ϱ[k] and a matrix Kk such that

ϱ[k] ≥ b − a
2

δf (Uk), r(Kk) < 10

3(b − a) , (4.15)

where Uk and δf (Uk) are deőned according to (3.4) and (2.3). Additionally, let f satisfy the condition

f ∈ Lip(Kk ,Uk). (4.16)

Then for all k ∈ {1, . . . , p} and the parameters from (3.7):

(1) For any m ≥ 0, the vector function (4.13) is continuously differentiable on [τk , τk+1] and
{y[k]m (t) : t ∈ [τk , τk+1]} ⊂ Uk .

(2) There exists a vector function y
[k]
∞ : [τk , τk+1]→ Uk such that

y
[k]
∞ (t) = lim

m→∞ y
[k]
m (t) uniformly on [τk , τk+1]. (4.17)

(3) The limit y
[k]
∞ is a unique continuously differentiable solution with values in Uk of the perturbed boundary

value problem on [τk , τk+1]

dy[k](t)
dt
= f (t, y[k](t)) + 1

τk+1 − τkΨk , (4.18)

y[k](τk) = λ[k] + γτk (λ[k]), y[k](τk+1) = λ[k+1], (4.19)

where Ψk ∈ ℝn depending on the parameters τk , τk+1, λ[k], λ[k+1] is given by the formula

Ψk := λ[k+1] − λ[k] − γτk (λ[k]) −
τk+1

∫
τk

f (s, y[k]∞ (s))ds.

(4) The error estimate !!!!y[k]∞ (t) − y[k]m (t)!!!! ≤ 59α1(t; τk , τk+1)Qm
k (1n − Qk)−1δf (Uk)

holds on [τk , τk+1] for all m ≥ 1, where
Qk = 3(b − a)

10
Kk .

Proof. It is sufficient to note that (4.18) is an ordinary differential equation which differs from the original

equation (1.1) by an additive constant forcing term of the form Ψk/(τk+1 − τk). The required assertions are

thus obtained by analogy with the proof of Theorem 4.2.

Under the conditions of the above theorems, for m ≥ 0 we can construct the vector functions

um(t) := {{{
xm(t) if t ∈ [a, τ1],
y
[k]
m (t) if t ∈ (τk , τk+1], k = 1, 2, . . . , p,
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and consider their limit

u∞(t) := {{{
x∞(t) if t ∈ [a, τ1],
y
[k]
∞ (t) if t ∈ (τk , τk+1], k = 1, 2, . . . , p. (4.20)

Then

u∞ : [a, b]→ U0 ∪ U1 ∪ ⋅ ⋅ ⋅ ∪ Up ⊂ ℝn
is a vector function depending on the parameters τ1, . . . , τp ∈ (a, b), ξ ∈ Ω0, and λ

[k] ∈ Ωk, k = 1, . . . , p + 1.
For suitable values of these parameters, function (4.20) is a solution of the original boundary value problem

(1.1), (1.2), (1.3) with p jumps. The conditions determining the appropriate values of the parameters are

speciőed in the next section.

In the case where conditions (4.4), (4.5) or (4.15), (4.16) are not fulőlled for the considered problem,

one can suggest to adjust the interval halving procedure to handle it. For problems without impulses, this

technique is described in [9, 11, 12].

5 Determining equations

We note again that equations (4.8) and (4.18) are ordinary differential equations that differ from the original

equation (1.1) by constant forcing terms. This simple observation allows us to argue as in [5, 8] and conclude

that the limits x∞ and y
[k]
∞ , k = 1, 2, . . . , p, in Theorems 4.2 and 4.4 are related to the original impulsive

boundary value (1.1), (1.2), (1.3) with p jumps in the following way.

Theorem 5.1. Let the conditions of Theorems 4.2 and 4.4 be fulőlled and let x∞ and y
[k]
∞ , k = 1, . . . , p, be

functions deőned in (4.7) and (4.17). Then the following assertions hold.

(1) Assume that the system of algebraic determining equations for unknown parameters τ1, . . . , τp, ξ , λ
[k],

k = 1, . . . , p + 1,
Ψ0 := λ[1] − ξ −

τ1

∫
a

f(s, x∞(s))ds = 0,

Ψk := λ[k+1] − λ[k] − γτk (λ[k]) −
τk+1

∫
τk

f (s, y[k]∞ (s))ds = 0, k = 1, 2, . . . , p,
g(τk , λ[k]) = 0, k = 1, 2, . . . , p,

V(ξ, λ[p+1]) = 0

(5.1)

has a solution

τ∗1 , τ
∗
2 , . . . , τ

∗
p , ξ
∗, λ[k]∗, k = 1, . . . , p + 1, (5.2)

where a < τ∗1 < τ∗1 < ⋅ ⋅ ⋅ < τ∗p < b, ξ∗ ∈ Ω0, λ
[k]∗ ∈ Ωk, k = 1, . . . , p + 1. Let x∗∞ and y

[k]∗
∞ be the limit func-

tions (4.7) and (4.17) with the values of parameters (5.2) and assume that

g(t, x∗∞(t)) ̸= 0, t ∈ [a, τ∗1),
g(t, y[k]∗∞ (t)) ̸= 0, t ∈ [τ∗k , τ∗k+1), k = 1, 2, . . . , p − 1,
g(t, y[p]∗∞ (t)) ̸= 0, t ∈ [τ∗p , b].

(5.3)

Then the vector function

u∗∞(t) :=
{{{{{{{

x∗∞(t) if t ∈ [a, τ∗1],
y
[k]∗
∞ (t) if t ∈ (τ∗k , τ∗k+1], k = 1, 2, . . . , p − 1,
y
[p]∗
∞ (t) if t ∈ (τ∗p , b]

(5.4)

is a solution of the impulsive boundary value problem (1.1), (1.2), (1.3) with p jumps at the time instants

τ∗1 , τ
∗
2 , . . . , τ

∗
p .
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(2) If u is a solution of problem (1.1), (1.2), (1.3) with p jumps at the time instants τ∗1 , τ
∗
2 , . . . , τ

∗
p such that

{u(t) : t ∈ [a, τ∗1]} ⊂ U0, {u(t) : t ∈ (τ∗p , b]} ⊂ Up ,

{u(t) : t ∈ (τ∗k , τ∗k+1]} ⊂ Uk , k = 1, 2, . . . , p − 1,
u(a) ∈ Ω0, u(b) ∈ Ωp+1, u(τ∗k ) ∈ Ωk , k = 1, . . . , p,

(5.5)

then the values ξ∗ = u(a), τ∗k , λ[k]∗ = u(τ∗k ), k = 1, . . . , p, λ[p+1]∗ = u(b) necessarily satisfy the system of

determining equations (5.1).

Note that the system of algebraic determining equations (5.1) consists of (p + 2)n + p scalar equations for

(p + 2)n + p scalar unknown parameters (3.7). The number of equations thus coincides with the number of

unknownparameters involved. Under the conditions of Theorem5.1, system (5.1)with condition (5.3) allows

one to determine all possible solutions u of problem (1.1), (1.2), (1.3) with values satisfying (5.5) and having

p jumps. Consequently, the argument based on Theorem 5.1 allows one to deal with multiple solutions of

the problem.

5.1 Solutions with different numbers of jumps

In general, problem (1.1), (1.2), (1.3) may have a solution u with p jumps and another solution v with q

jumps, where p ̸= q. Therefore, if we are interested in őnding solutions of problem (1.1), (1.2), (1.3) having

various number of jumps at their points of intersection with barrier (1.4), we follow these steps:

(1) Choose p = 1 anduse our schemewith only one possible jumpat the point τ1. Then system (5.1) of3n + 1
scalar algebraic equations has the form

Ψ0 = 0, Ψ1 = 0, g(τ1, λ[1]) = 0, V(ξ, b) = 0. (5.6)

(a) If (5.6) does not have solutions, then a solution u of problem (1.1), (1.2), (1.3) satisfying u(a) ∈ Ω0

and having one jump does not exist.

(b) Assume that system (5.6) has a solution

τ∗1 ∈ (a, b), ξ∗ ∈ Ω0, λ[k]∗ ∈ Ωk , k = 1, 2, (5.7)

and let
g(t, x∗∞(t)) ̸= 0, t ∈ [a, τ∗1),
g(t, y[1]∗∞ (t) ̸= 0, t ∈ [τ∗1 , b], (5.8)

where x∗∞ and y
[1]∗
∞ are obtained from (4.7) and (4.17) by substituting there values into (5.7). Then,

according to (5.4), we can conclude that the vector function

u∗∞(t) := {{{
x∗∞(t) if t ∈ [a, τ∗1],
y
[1]∗
∞ (t) if t ∈ (τ∗1 , b],

is a solution of the impulsive boundary value problem (1.1), (1.2), (1.3) with one jump at the

moment τ∗1 .
(c) If (5.8) is not fulőlled, that is either g( ⋅ , x∗∞( ⋅ )) has one or more roots in (a, τ∗1) or g( ⋅ , y

[1]∗
∞ ( ⋅ )) has

one or more roots in (τ∗1 , b), then, according to Deőnition 1.1, the function u = u∗∞ determined by

values (5.7) is not a solution of problem (1.1), (1.2), (1.3) satisfying u(a) ∈ Ω0 and having one jump.

In that case, other roots of (5.6) should be looked for.

(2) If we do not succeed in looking for a solution with one jump, there is still a possibility that there exists

a solution of problem (1.1), (1.2), (1.3) with more intersection points with barrier (1.4) at which the

corresponding jumps occur. In order to detect such solutions, we repeatedly apply our scheme for higher

values of p. Note that solutions with multiple jumps may exist even in cases where a one-jump solution

had been found in Step (1) (see an example in Section 10.1).
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(a) For p = 2, system (5.1) of 4n + 2 scalar algebraic equations has the form

Ψ0 = 0, Ψk = 0, g(τk , λ[k]) = 0, k = 1, 2, V(ξ, b) = 0. (5.9)

(b) If (5.9) has not a solution, then a solution u of problem (1.1), (1.2), (1.3) satisfying u(a) ∈ Ω0 and

having two jumps does not exist.

(c) Assume that system (5.9) has a solution

τ∗1 , τ
∗
2 ∈ (a, b), ξ∗ ∈ Ω0, λ[k]∗ ∈ Ωk , k = 1, 2, 3, (5.10)

and let
g(t, x∗∞(t)) ̸= 0, t ∈ [a, τ∗1),
g(t, y[1]∗∞ (t) ̸= 0, t ∈ [τ∗1 , τ∗2),
g(t, y[2]∗∞ (t) ̸= 0, t ∈ [τ∗2 , b],

(5.11)

where x∗∞ and y
[k]∗
∞ , k = 1, 2, are functions (4.7), (4.17) with the parameter values (5.10). Then, due

to (5.4), we can conclude that the vector function

u∗∞(t) :=
{{{{{{{

x∗∞(t) if t ∈ [a, τ∗1],
y
[1]∗
∞ (t) if t ∈ (τ∗1 , τ∗2],
y
[2]∗
∞ (t) if t ∈ (τ∗2 , b],

is a solution of the impulsive boundary value problem (1.1), (1.2), (1.3) with two jumps at the time

instants τ∗1 and τ
∗
2 .

(d) If (5.11) does not hold, then values (5.10) do not correspond to a solution u of problem (1.1), (1.2),

(1.3) satisfying u(a) ∈ Ω0 and having two jumps, and we should seek for other roots of (5.9). In the

case of failure to őnd suitable roots, we proceed by looking for solutions with more jumps.

(3) We continue the computation for other values of p ≥ 3.
The practical realization of this scheme is discussed in Sections 7 and 8 and illustrated in Section 10.

6 Dependence on the parameters

Under natural assumptions, the dependence of the iterations on the parameters is Lipschitzian. Indeed,

assume that there exist non-negative matrices Nk, k = 1, 2, . . . , p, such that

|v1 − v2 + γτk (v1) − γτk (v2)| ≤ Nk|v1 − v2| (6.1)

for all {v1, v2} ⊂ Ωk, k = 1, 2, . . . , p. Given any continuous vector function

z : [τk , τk+1)→ ℝn , k = 1, 2, . . . , p,

put

(Mkz)(t) := β0(t; τk , τk+1)
t

∫
τk

z(s)ds + (1 − β0(t; τk , τk+1))
τk+1

∫
t

z(s)ds,
where

β0(t; τk , τk+1) := 1 − t − τk
τk+1 − τk

(6.2)

for t ∈ [τk , τk+1). Obviously,Mk is a positive linear operatorwith respect to the pointwise and componentwise

partial ordering of the space of continuous functions. Based on (6.2), for all j = 1, 2, . . . , put

βj(t; τk , τk+1) := e∗1Mk(βj−1( ⋅ ; τk , τk+1)e1)(t), t ∈ [τk , τk+1), (6.3)

where e1 stands for the őrst column of the unit matrix. It is easy to see that (6.3) deőnes the same recurrence

relation as (2.6), the difference being the starting function only ((6.2) instead of the constant 1).
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Lemma 6.1. Let m ≥ 0, k ∈ {1, 2, . . . , p}, μ ∈ Ωk+1 be fixed. Then

!!!!y[k]m (t; τk , τk+1, λ̄, μ) − y[k]m (t; τk , τk+1, ̄λ̄, μ)!!!! ≤
m∑
i=0

βi(t; τk , τk+1)K i
kNk|λ̄ − ̄λ̄| (6.4)

for all t ∈ (τk , τk+1) and {λ̄, ̄λ̄} ⊂ Ωk.

Proof. Let us őx k ∈ {1, 2, . . . , p}, μ ∈ Ωk+1, t ∈ (τk , τk+1), and {λ̄, ̄λ̄} ⊂ Ωk. Given any m ≥ 0, we put

y
[k]
m (t; λ) := y[k]m (t; τk , τk+1, λ, μ), λ ∈ {λ̄, ̄λ̄},

for the sake of brevity.

Considering formula (4.14) for y
[k]
0 and using notation (6.2), we őnd

y
[k]
0 (t; τk , τk+1, λ̄, μ) − y[k]0 (t; τk , τk+1, ̄λ̄, μ) = β0(t; τk , τk+1)(λ̄ − ̄λ̄ + γτk (λ̄) − γτk ( ̄λ̄)),

whence, by virtue of (6.1),

|y[k]0 (t, λ̄) − y[k]0 (t, ̄λ̄)| ≤ β0(t; τk , τk+1)Nk|λ̄ − ̄λ̄|, (6.5)

which coincides with (6.4) for m = 0. It follows from (4.13) that, for any m ≥ 1,

y
[k]
m (t, λ̄) − y[k]m (t, ̄λ̄) = y[k]0 (t, λ̄) − y[k]0 (t, ̄λ̄) + β0(t; τk , τk+1)

t

∫
τk

[f (s, y[k]m−1(s, λ̄)) − f (s, y[k]m−1(s, ̄λ̄))]ds

− (1 − β0(t; τk , τk+1))
τk+1

∫
t

[f (s, y[k]m−1(s, λ̄)) − f (s, y[k]m−1(s, ̄λ̄))]ds.

Therefore, using (6.2), (6.5) and the Lipschitz condition (4.16), we obtain

|y[k]m (t, λ̄) − y[k]m (t, ̄λ̄)| ≤ β0(t; τk , τk+1)Nk|λ̄ − ̄λ̄| + Kk(Mk[|y[k]m−1(s, λ̄) − y[k]m−1(s, ̄λ̄)|])(t). (6.6)

Assume that (6.4) holds for a certain m = m0, m0 > 1. Then, using (6.6), (6.7), and the identity

Mkβi( ⋅ ; τk , τk+1) λ = βi+1( ⋅ ; τk , τk+1) λ, (6.7)

which is an immediate consequence of (6.2) and (6.3) for any constant vector λ and integer i ≥ 0, we get

|y[k]m0+1(t, λ̄) − y[k]m0+1(t, ̄λ̄)| ≤ β0(t; τk , τk+1)Nk|λ̄ − ̄λ̄| + KkMk[|y[k]m0
( ⋅ , λ̄) − y[k]m0

( ⋅ , ̄λ̄)|](t)
≤ β0(t; τk , τk+1)Nk|λ̄ − ̄λ̄| + KkNkMk([β0( ⋅ ; τk , τk+1)1n
+ ⋅ ⋅ ⋅ + βm0

( ⋅ ; τk , τk+1)Km0

k ]Nk|λ̄ − ̄λ̄|)(t)
=

m0+1∑
i=0

βi(t; τk , τk+1)K i
kNk|λ̄ − ̄λ̄|

for all t ∈ [τk , τk+1). The last relation, in view of the arbitrariness of m0, proves the lemma.

Arguing by analogy and using (4.2) and (4.3), one proves similar estimates with respect to other function

arguments. For example,

Lemma 6.2. Let m ≥ 0, k ∈ {1, 2, . . . , p}, ξ ∈ Ω0 be fixed. Then

!!!!xm(t; τ1, ξ, μ̄) − xm(t; τ1, ξ, ̄μ̄)!!!! ≤
m∑
i=0

βi(t; a, τ1)K i
k|μ̄ − ̄μ̄|

for all t ∈ (a, τ1), {μ̄, ̄μ̄} ⊂ Ω1.

Note that∑mi=0 βi(t; τk , τk+1)K i
k ≤ Lm,k for t ∈ (τk , τk+1), where

Lm,k = 1n +
5

9

m∑
i=1
( 3
10
)i(τk+1 − τk)i+1K i

k .
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7 Approximation of solutions

Let us őx m ∈ ℕ. The solvability of the determining system (5.1) can be examined by using its approximate

version

Ψa,m := λ[1] − ξ −
τ1

∫
a

f(s, xm(s))ds = 0,

Ψk,m := λ[k+1] − λ[k] − γτk (λ[k]) −
τk+1

∫
τk

f (s, y[k]m (s))ds = 0, k = 1, 2, . . . , p,

g(τk , λ[k]) = 0, k = 1, . . . , p,
V(ξ, λ[p+1]) = 0,

(7.1)

with the additional conditions

g(t, xm(t)) ̸= 0, t ∈ [a, τ1),
g(t, y[k]m (t)) ̸= 0, t ∈ [τk , τk+1), k = 1, 2, . . . , p − 1,
g(t, y[p]m (t)) ̸= 0, t ∈ [τp , b],

(7.2)

where

a < τ1 < τ2 < ⋅ ⋅ ⋅ < τp−1 < τp < τp+1 = b.
Clearly, the approximate determining system (7.1) is obtained from the exact system (5.1) by replacing the

limits x∞ and y
[k]
∞ from (4.7) and (4.17) by the iterations xm and y

[k]
m from (4.3) and (4.13), respectively. It is

important that, in contrast to (5.1), all the terms involved in (7.1) and (7.2) can be constructed explicitly.

Assume that the values

τ̂1, τ̂2, . . . , τ̂p ∈ (a, b), ̂ξ ∈ Ω0, λ̂[k] ∈ Ωk , k = 1, . . . , p + 1, (7.3)

are a solution of system (7.1). Consider the functions

x̂m( ⋅ ) := xm( ⋅ ; τ̂1, ̂ξ , λ̂[1])
and

ŷ
[k]
m ( ⋅ ) := y[k]m ( ⋅ ; τ̂k , τ̂k+1, λ̂[k], λ̂[k+1]),

k = 1, 2, . . . , p, determined according to (4.3) and (4.13) by values (7.3). If x̂m and ŷ
[k]
m satisfy (7.2) with

τk = τ̂k, k = 1, . . . , p, then the vector function

û(t) :=
{{{{{{{

x̂m(t), t ∈ [a, τ̂1],
ŷ
[k]
m (t), t ∈ (τ̂k , τ̂k+1], k = 1, 2, . . . , p − 1,
ŷ
[p]
m (t), t ∈ (τ̂p , b],

(7.4)

undergoes a jump of the value γτk (λ̂[k]) at the moment τ̂k, k = 1, . . . , p. In view of Theorems 4.2 and 4.4, the

following estimates hold for x̂m and ŷ
[k]
m :

!!!!x∞(t; τ̂1, ̂ξ , λ̂[1]) − x̂m(t)!!!! ≤ 59α1(t; a, τ̂1 − a)Qm
0 (1n − Q0)−1δf (U0) (7.5)

for t ∈ [a, τ̂1] and
!!!!y[k]∞ (t; τ̂k , τ̂k+1, λ̂[k], λ̂[k+1]) − ŷ[k]m (t)!!!! ≤ 59α1(t; τ̂k , τ̂k+1 − τ̂k)Qm

k (1n − Qk)−1δf (Uk) (7.6)

for t ∈ (τ̂k , τ̂k+1], k = 1, . . . , p.
By construction, ̂ξ and λ̂[i], i = 1, . . . , p, coincide with the values of iterations at the corresponding

nodes. Therefore, assuming the solvability of the approximate determining equations, one can claim that the

convergence of iterations implies convergence of the roots of mth determining equations as m tends to∞.
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Thus, τ̂1 ≈ τ∗1, ̂ξ ≈ ξ∗ and λ̂[k] ≈ λ[k] ∗, k = 1, 2, . . . , p, where the values with a star stand for the roots of the
exact determining equations, and the accuracy of approximation increases with the number of iteration, m.

On the other hand, it follows from the estimates of Section 6 that the dependence of x∞ and y
[k]
∞ on parame-

ters (3.7) is Lipschitzian and, in particular, continuous. Therefore,

xm( ⋅ ; τ̂1, ̂ξ , λ̂[1]) ≈ xm( ⋅ ; τ∗1 , ξ∗, λ[1] ∗), (7.7)

y
[k]
m ( ⋅ ; τ̂k , τ̂k+1, λ̂[k], λ̂[k+1]) ≈ y[k]m ( ⋅ ; τ∗k , τ∗k+1, λ[k] ∗, λ[k+1] ∗) (7.8)

for k = 1, 2, . . . , p, and the accuracy of approximation growswithm (i.e., the corresponding differences tend

to 0). Note that, in (7.7) and (7.8), the terms on the right represent an exact solution of the problem. The

obvious inequalities

!!!!x∞(t; τ∗1 , ξ∗, λ[1] ∗) − x̂m(t)!!!! ≤ !!!!x∞(t; τ∗1 , ξ∗, λ[1] ∗) − xm(t; τ∗1 , ξ∗, λ[1] ∗)!!!!
+ !!!!xm(t; τ∗1 , ξ∗, λ[1] ∗) − x̂m(t)!!!!, t ∈ [a, τ̂1],

and

!!!!y[k]∞ (t; τ∗k , τ∗k+1, λ[k] ∗, λ[k+1] ∗) − ŷ[k]m (t)!!!!
≤ !!!!y[k]∞ (t; τ∗k , τ∗k+1, λ[k] ∗, λ[k+1] ∗) − y[k]m (t; τ∗k , τ∗k+1, λ[k] ∗, λ[k+1] ∗)!!!!

+ !!!!y[k]m (t; τ∗k , τ∗k+1, λ[k] ∗, λ[k+1] ∗) − ŷ[k]m (t)!!!!, t ∈ (τ̂k , τ̂k+1],
ensure, in view of (7.5)ś(7.8), that x̂m( ⋅ )→ x∞( ⋅ ; τ∗1 , ξ∗, λ[1] ∗) and ŷ[k]m ( ⋅ )→ y

[k]
∞ ( ⋅ ; τ∗k , τ∗k+1, λ[k] ∗, λ[k+1] ∗)

asm →∞. This allows one to regard (7.4) as themth approximation to a solution of problem (1.1), (1.2), (1.3)

with p jumps. The solvability analysis based on the properties of the approximate determining system (7.1)

can be carried out using the topological degreemethods as it is done in [8, 10] for problemswithout impulses.

This topic is not treated here.

8 Frozen parameter scheme

The simplest way how to choose the parameter sets (3.2) is to take a compact convex set Ω0 ⊂ ℝn and put
Ω0 = Ω1, Ω

+
1 = Ω2, . . . , Ω

+
p−1 = Ωp , Ω

+
p = Ωp+1, (8.1)

where

Ω+k = {x + γτk (x) : x ∈ Ωk}, k = 1, . . . , p. (8.2)

Then the sets appearing in (3.3) and (3.4) have the form

U0 = ⋃
v∈Ω0

B(v, ϱ[0]),

Uk = ⋃
v∈Ω+

k

B(v, ϱ[k]), k = 1, . . . , p.
(8.3)

If the assumptions of Theorems 4.2 and 4.4 are satisőed on sets (8.1), (8.2), (8.3), we can suggest the

following algorithm for approximate solution of problem (1.1), (1.2), (1.3) with p jumps using frozen param-

eters.

(1) Using (4.2), introduce a vector function x0 depending on the parameters τ1, ξ , and λ[1] of form (3.7).

Then compute the őrst iteration x1 according to formula (4.3). Similarly, for k = 1, . . . , p, use formula

(4.12) and introduce a vector function y
[k]
0 depending on the parameters τk, τk+1, λ[k], λ[k+1] from (3.7).

Compute the corresponding őrst iteration y
[k]
1 according to (4.13).

(2) Put m = 1 in the approximate determining system (7.1), őnd its solution called őrst frozen parameters

and write it down as in (7.3).
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(3) Using x1 and y
[k]
1 , k = 1, . . . , p, constructed in Step (1) and the őrst frozen parameters found on Step (2),

introduce the vector functions

X1(t) := x1(t; τ̂1, ̂ξ , λ̂[1]), t ∈ [a, τ1],
Y
[k]
1 (t) := y[k]1 (t; τ̂k , τ̂k+1, λ̂[k], λ̂[k+1]), t ∈ [τk , τk+1], k = 1, . . . , p − 1,

Y
[p]
1 (t) := y[p]1 (t; τ̂p , b, λ̂[p], λ̂[p+1]), t ∈ [τp , b].

(4) Deőne the second frozen iterations

x̂2(t) := x̂2(t; τ1, ξ, λ[1]), t ∈ [a, τ1],
ŷ
[k]
2 (t) := ŷ[k]2 (t; τk , τk+1, λ[k], λ[k+1]), t ∈ [τk , τk+1], k = 1, . . . , p,

according to (4.2), (4.3) and (4.12), (4.13) as follows:

x̂2(t) = x0(t) +
t

∫
a

f(s, X1(s))ds − t − a
τ1 − a

τ1

∫
a

f (s, X1(s))ds
for t ∈ [a, τ1] and

ŷ
[k]
2 (t) = y[k]0 (t) +

t

∫
τk

f (s, Y[k]1 (s))ds − t − τk
τk+1 − τk

τk+1

∫
τk

f (s, Y[k]1 (s))ds

for t ∈ [τk , τk+1], k = 1, . . . , p. Thus, the őrst iterations x1 and y[k]1 in (4.3) and (4.13) are replaced here,

respectively, by X1 and Y
[k]
1 introduced in Step (3).

(5) Put m = 2, modify the approximate system of determining equations (7.1) by substituting there the

second frozen iterations x̂2 and ŷ
[k]
2 from Step (4). The resulting modiőed system of (p + 2)n + p scalar

algebraic equations has the form

Ψ̂a,2 := λ[1] − ξ −
τ1

∫
a

f(s, x̂2(s))ds = 0,

Ψ̂k,2 := λ[k+1] − λ[k] − γτk (λ[k]) −
τk+1

∫
τk

f (s, ŷ[k]2 (s))ds = 0, k = 1, 2, . . . , p,

g(τk , λ[k]) = 0, k = 1, . . . , p,
V(ξ, λ[p+1]) = 0.

(8.4)

Find a solution of (8.4) called the second frozen parameters and write it down as in (7.3).

(6) Using x̂2 and ŷ
[k]
2 , k = 1, . . . , p, constructed in Step (4) and the second frozen parameters found in

Step (5), introduce the vector functions

X2(t) := x̂2(t; τ̂1, ̂ξ , λ̂[1]), t ∈ [a, τ1],
Y
[k]
2 (t) := ŷ[k]2 (t; τ̂k , τ̂k+1, λ̂[k], λ̂[k+1]), t ∈ [τk , τk+1], k = 1, . . . , p − 1,

Y
[p]
2 (t) := ŷ[p]2 (t; τ̂p , b, λ̂[p], λ̂[p+1]), t ∈ [τp , b].

(7) Deőne the third frozen iterations

x̂3(t) := x̂3(t; τ1, ξ, λ[1]), t ∈ [a, τ1],
ŷ
[k]
3 (t) := ŷ[k]3 (t; τk , τk+1, λ[k], λ[k+1]), t ∈ [τk , τk+1], k = 1, . . . , p,

by putting

x̂3(t) = x0(t) +
t

∫
a

f(s, X2(s))ds − t − a
τ1 − a

τ1

∫
a

f(s, X2(s))ds

Brought to you by | Palacky University Olomouc

Authenticated | irena.rachunkova@upol.cz author's copy

Download Date | 2/16/17 11:44 AM



157

A. Rontó et al., State-dependent multi-impulsive boundary value problems | 15

for t ∈ [a, τ1] and
ŷ
[k]
3 (t) = y[k]0 (t) +

t

∫
τk

f (s, Y[k]2 (s))ds − t − τk
τk+1 − τk

tk+1

∫
τk

f (s, Y[k]2 (s))ds

for t ∈ [τk+, τk+1], k = 1, . . . , p. Hence, by analogy, the second iterations x2 and y[k]2 in (4.3) and (4.13)

are replaced by X2 and Y
[k]
2 , respectively.

(8) Put m = 3, modify system (7.1) by substituting there the third frozen iterations x̂3 and ŷ
[k]
3 from Step (7).

The resulting modiőed system of (p + 2)n + p scalar algebraic equations has the form

Ψ̂a,3 := λ[1] − ξ −
τ1

∫
a

f(s, x̂3(s))ds = 0,

Ψ̂k,3 := λ[k+1] − λ[k] − γτk (λ[k]) −
τk+1

∫
τk

f (s, ŷ[k]3 (s))ds = 0, k = 1, 2, . . . , p,

g(τk , λ[k]) = 0, k = 1, . . . , p,
V(ξ, λ[p+1]) = 0.

(8.5)

Find a solution of system (8.5) called the third frozen parameters and write it down as in (7.3).

(9) Continue in a similar manner and derive higher frozen parameters and higher frozen iterations. If, for

some m > 2, the mth and (m − 1)th frozen parameters are close enough to one another, we put

Xm(t) := x̂m(t; τ̂1, ̂ξ , λ̂[1]), t ∈ [a, τ̂1],
Y
[k]
m (t) := ŷ[k]m (t; τ̂k , τ̂k+1, λ̂[k], λ̂[k+1]), t ∈ [τ̂k , τ̂k+1], k = 1, . . . , p − 1,

Y
[p]
m (t) := ŷ[p]m (t; τ̂p , b, λ̂[p], λ̂[p+1]), t ∈ [τ̂p , b],

and, according to (1.6), verify the conditions

g(t, Xm(t)) ̸= 0, t ∈ [a, τ̂1),
g(t, Y[k]m (t)) ̸= 0, t ∈ [τ̂k , τ̂k+1), k = 1, 2, . . . , p − 1,
g(t, Y[p]m (t)) ̸= 0, t ∈ [τ̂p , b].

(8.6)

If (8.6) is fulőlled, then the function

û(t) :=
{{{{{{{

Xm(t), t ∈ [a, τ̂1],
Y
[k]
m (t), t ∈ (τ̂k , τ̂k+1], k = 1, 2, . . . , p − 1,

Y
[p]
m (t), t ∈ (τ̂p , b],

is regarded as the mth approximation of a solution u of problem (1.1), (1.2), (1.3) with u(a) ∈ Ω0 and

p jumps. If (8.6) is not satisőed, then we consider the frozen parameter scheme with other numbers of

jumps as in Section 5.1.

Another possible algorithm,which could be adopted for practical computations of approximate solutions

for problem (1.1), (1.2), (1.3), is the scheme with a polynomial interpolation presented in [10] for a Dirichlet

problem without impulses.

9 Zeroth approximation

We see that the sets in (8.1)ś(8.3) are determined by the set Ω0, which contains all possible starting points of

solutions of problem (1.1), (1.2), (1.3) with p jumps, and by the vectors ϱ[0] and ϱ[k], k = 1, . . . , p. The choice
of Ω0 in concrete cases may be motivated by the nature of a practical problemmodelled by (1.1), (1.2), (1.3),
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due towhich onemay expect that some values should stay in a certain range. On the other hand, assumptions

imposed on the set Ω0 are just those of Theorems 4.2, 4.4 and 5.1, and we can try to choose among many

possibilities in every concrete situation.

In any case, it is convenient to start our computationdirectly atm = 0, where no iterations are present and
one thus works only with the functions x0 and y

[k]
0 , k = 1, . . . , p, given by (4.2) and (4.12). Being piecewise

linear functions (in fact, it is clear from (4.2) and (4.12) that they are just broken lines joining the points

(a, ξ), (τk , λ[k]), k = 1, . . . , p, and (b, λ[p+1])), these zeroth approximations are very rough but, nevertheless,

they are usually rather helpful when choosing the sets where it is natural to look for the parameter values.

Computing the roots ̂ξ , τ̂1, . . . , τ̂p, λ̂[1], . . . , λ̂[p+1] of the zeroth approximate determining system, which

consists of (p + 2)n + p scalar algebraic equations and has the form
Ψa,0 := λ[1] − ξ −

τ1

∫
a

f(s, x0(s))ds = 0,

Ψk,0 := λ[k+1] − λ[k] − γτk (λ[k]) −
τk+1

∫
τk

f (s, y[k]0 (s))ds = 0, k = 1, 2, . . . , p,

g(τk , λ[k]) = 0, k = 1, . . . , p,
V(ξ, λ[p+1]) = 0,

(9.1)

we get a hint that makes it much easier to choose the set Ω0 as a neighbourhood of ̂ξ in a reasonable way and
thus avoid unnecessary computations on sets that might possibly be excessively large. A quick glance at the

graph of the zeroth approximation

û0(t) :=
{{{{{{{

x̂0(t), t ∈ [a, τ̂1],
ŷ
[k]
0 (t), t ∈ (τ̂k , τ̂k+1], k = 1, 2, . . . , p − 1,
ŷ
[p]
0 (t), t ∈ (τ̂p , b],

which is obtained in a straightforward way with a minimal computational effort, helps us to understand

where the graph of the solution in question may possibly be located.

10 Examples

Let us apply the numeric-analytic techniques described above for some examples. Put n = 2 and consider the
system of two differential equations

du1(t)
dt
= u22(t) − u21(t) + t, du2(t)

dt
= u21(t) − u22(t) − t (10.1)

on the interval [0, 0.5] under the non-linear two-point boundary conditions
u21(0) + u2(0.5) + 0.125 = 0, u21(0.5) + u2(0) − 0.015625 = 0. (10.2)

10.1 Barrier (10.3) and two jumps

Put p = 2, consider the barrier

G = {(t, x) ∈ [0, 0.5] ×ℝ2 : x1 − 7.2333̄t2 + 2.3683̄t − 0.04 = 0} (10.3)

and the state-dependent impulse conditions at two unknown points τ1 and τ2

u1(τ1+) − u1(τ1) = 0.01, u2(τ1+) − u2(τ1) = −0.01,
u1(τ2+) − u1(τ2) = 0.015, u2(τ2+) − u2(τ2) = −0.015, (10.4)
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where, by (1.6), τ1 and τ2 have to satisfy the conditions

u1(τk) − 7.2333̄τ2k + 2.3683̄τk − 0.04 = 0, k = 1, 2,
u1(t) − 7.2333̄t2 + 2.3683̄t − 0.04 ̸= 0, t ∈ [0, 0.5] \ {τ1, τ2}. (10.5)

We are interested in a solution of problem (10.1), (10.4), (10.5), (10.2) as deőned in Deőnition 1.1 with

n = p = 2. Here, a = 0, b = 0.5 and f = col(f1, f2), where
f1(t, x1, x2) = x22 − x21 + t, f2(t, x1, x2) = x21 − x22 − t

for all (t, x1, x2). The impulse vector functions γτ1 and γτ2 in (1.7) are constant here, namely,

γτ1 = col(0.01, −0.01), γτ2 = col(0.015, −0.015), (10.6)

the barrier function g is given by the equality

g(t, x) = x1 − 7.2333̄t2 + 2.3683̄t − 0.04,
and the components of the vector function V = col(V1, V2) determining the boundary conditions have the

form
V1(x1, x2, y1, y2) = x21 + y2 + 0.125,
V2(x1, x2, y1, y2) = y21 + x2 − 0.015625.

Let us describe in detail the steps of our method. Recalling the remarks in Section 9, we start by intro-

ducing the zeroth iterations x0, y
[k]
0 , k = 1, 2, and solving the corresponding zeroth approximate determining

system (9.1) consisting of ten algebraic equations. A numerical computation gives us the roots τ̂1, τ̂2, ̂ξ1, ̂ξ2,
λ̂
[k]
1 , λ̂
[k]
2 , k = 1, . . . , 3, presented in the őrst column of Table 1. Since, in this case, we have

̂ξ1 = −0.1059217222, ̂ξ2 = 0.01369007648,
it is natural to take, e.g.,

Ω0 = [−0.14, 0.04] × [−0.18, 0.03] = Ω1,

and then, by (8.1), (8.2), (10.6), we obtain

Ω+1 = [−0.15, 0.05] × [−0.19, 0.04] = Ω2,

Ω+2 = [−0.165, 0.065] × [−0.205, 0.055] = Ω3.

Now choose the vectors

ϱ[0] = col(0.1, 0.1),
ϱ[1] = col(0.15, 0.15),
ϱ[2] = col(0.1, 0.15),

and, using (8.3), construct the sets

U0 = [−0.24, 0.14] × [−0.28, 0.13],
U1 = [−0.30, 0.20] × [−0.34, 0.19],
U2 = [−0.265, 0.165] × [−0.355, 0.205].

Carrying out computations inMaple, we őnd that conditions (4.4) and (4.5) are fulőlled with the matrix

K0 = (0.56 0.48

0.48 0.56
)

and conditions (4.15) and (4.16), k = 1, 2, are fulőlled with the matrices

K1 = (0.68 0.6

0.6 0.68
) , K2 = (0.1065 0.0795

0.0795 0.1065
) .
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Therefore, the frozen parameter scheme described in Section 8 can be applied using both symbolic and nu-

merical computations in Maple. We thus proceed as follows.

(1) Compute the őrst iterations x1, y
[1]
1 and y

[2]
1 .

(2) Put m = 1 and solve system (7.1) which consists of ten scalar algebraic equations with the unknowns

τ1, τ2, ξ1, ξ2, and λ
[1]
1 , λ
[1]
2 , λ
[2]
1 , λ
[2]
2 , λ
[3]
1 , and λ

[3]
2 . Under the restrictions τ1 ∈ (0.00001, 0.25) and

τ2 ∈ (0.25, 0.5), numerical computations in Maple give the roots (called in the sequel łőrst frozen

parameters” for the sake of brevity) shown in the second column of Table 1.

(3) Introduce the vector functions X1 = col(X11, X12), Y[1]1 = col(Y[1]11 , Y[1]12 ), and Y[2]1 = col(Y[2]11 , Y[2]12 ) as fol-
lows. Using the őrst frozen parameters, put

X1(t) := x1(t; τ̂1, ̂ξ , λ̂[1]), t ∈ [0, τ̂1],
Y
[1]
1 (t) := y[1]1 (t; τ̂1, τ̂2, λ̂[1], λ̂[2]), t ∈ [τ̂1, τ̂2],

Y
[2]
1 (t) := y[2]1 (t; τ̂2, 0.5, λ̂[2], λ̂[3]), t ∈ [τ̂2, 0.5],

and get their componentwise form:

X11(t) = −0.1049467336 − 1.356666667 ⋅ 10−11t3 + 0.5026541335t2
− 0.01092495168t, t ∈ [0, τ̂1],

X12(t) = 0.01362740290 + 1.356666667 ⋅ 10−11t3 − 0.5026541335t2
+ 0.01092495181t, t ∈ [0, τ̂1],

Y
[1]
11 (t) = −0.09496693961 + 0.5158065535t2 − 0.01171732438t, t ∈ [τ̂1, τ̂2],

Y
[1]
12 (t) = 0.00364760892 − 0.5158065535t2 + 0.01171732445t, t ∈ [τ̂1, τ̂2],

Y
[2]
11 (t) = −0.07909248307 + 0.5362580815t2 − 0.02055510225t, t ∈ [τ̂2, 0.5],

Y
[2]
12 (t) = −0.0122268475 − 0.5362580815t2 + 0.02055510169t, t ∈ [τ̂2, 0.5].

(4) Deőne the second frozen iterations x̂2, ŷ
[1]
2 , and ŷ

[2]
2 .

(5) Put m = 2, solve system (8.4) of ten scalar algebraic equations and compute the second frozen parame-

ters. The values obtained are given in the őrst column of Table 2.

(6) Using the second frozen parameters, put

X2(t) := x̂2(t; τ̂1, ̂ξ , λ̂[1]), t ∈ [0, τ̂1],
Y
[1]
2 (t) := ŷ[1]2 (t; τ̂1, τ̂2, λ̂[1], λ̂[2]), t ∈ [τ̂1, τ̂2],

Y
[2]
2 (t) := ŷ[2]2 (t; τ̂2, 0.5, λ̂[2], λ̂[3]), t ∈ [τ̂2, 0.5].

(7) Deőne the third frozen iterations x̂3, ŷ
[1]
3 , and ŷ

[2]
3 .

(8) Put m = 3, solve system (8.5) of ten scalar algebraic equations and get the third frozen parameters. The

values obtained are shown in the last column of Table 2.

(9) Using the third frozen parameters, put

X3(t) := x̂3(t; τ̂1, ̂ξ , λ̂[1]), t ∈ [0, τ̂1],
Y
[1]
3 (t) := ŷ[1]3 (t; τ̂1, τ̂2, λ̂[1], λ̂[2]), t ∈ [τ̂1, τ̂2],

Y
[2]
3 (t) := ŷ[2]3 (t; τ̂2, 0.5, λ̂[2], λ̂[3]), t ∈ [τ̂2, 0.5],

and show that condition (8.6) with p = 2 holds for m = 3. More precisely, for τ̂1 = 0.07955623539 and
τ̂2 = 0.2787337381,

X31(t) − 7.2333̄t2 + 2.3683̄t − 0.04 ̸= 0, t ∈ [0, τ̂1),
Y
[1]
31 (t) − 7.2333̄t2 + 2.3683̄t − 0.04 ̸= 0, t ∈ [τ̂1, τ̂2),

Y
[2]
31 (t) − 7.2333̄t2 + 2.3683̄t − 0.04 ̸= 0, t ∈ [τ̂2, 0.5].
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m = 0 m = 1

̂τ1 0.08032359386 0.07955621663

̂τ2 0.278089169 0.2787337541

̂ξ1 −0.1059217222 −0.1049467336
̂ξ2 0.01369007648 0.0136274029

λ̂
[1]
1 −0.1035644481 −0.1026344871
λ̂
[1]
2 0.01133280237 0.01131515641

λ̂
[2]
1 −0.05922824314 −0.05815864985
λ̂
[2]
2 −0.03300340255 −0.03316068084
λ̂
[3]
1 0.04398776554 0.0446944862

λ̂
[3]
2 −0.1362194112 −0.1360138169

Table 1. Frozen parameters for problem (10.1), (10.2),

(10.4), (10.5): m = 0, 1.

m = 2 m = 3

̂τ1 0.07955621664 0.07955623539

̂τ2 0.2787337541 0.2787337381

̂ξ1 −0.1049467336 −0.1049467573
̂ξ2 0.0136274029 0.01362740444

λ̂
[1]
1 −0.1026344871 −0.1026345099
λ̂
[1]
2 0.01131515641 0.01131515702

λ̂
[2]
1 −0.05815864985 −0.05815867642
λ̂
[2]
2 −0.03316068084 −0.03316067649
λ̂
[3]
1 0.0446944862 0.04469446897

λ̂
[3]
2 −0.1360138169 −0.1360138219

Table 2. Frozen parameters for problem (10.1), (10.2),

(10.4), (10.5): m = 2, 3.

Consequently, the vector function

û3(t) =
{{{{{{{

X3(t) if t ∈ [0, τ̂1],
Y
[1]
3 (t) if t ∈ (τ̂1, τ̂2],

Y
[2]
3 (t) if t ∈ (τ̂2, 0.5],

(10.7)

is the third approximation to a solution of problem (10.1), (10.2), (10.4), (10.5).

The graph of the third approximation û3 of a solution of problem (10.1), (10.2), (10.4), (10.5) and its

orthogonal projection onto the (t, u1) plane are presented in Figure 1. Figure 2 shows the graph of barrier

(10.3) and the points where it is intersected by the graph of û3.

0 0.08
0.28

0.5
-0.11

-0.09

-0.06
-0.04

0.05
-0.1

-0.05

 0

u32

x3
y3

[1]

y3
[2]

t

u31

u32

Figure 1. Third approximation (10.7) of a solution of problem (10.1), (10.2), (10.4), (10.5).
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0 0.08
0.28

0.5
t

-0.15
-0.10
-0.06

0.66

u31-0.1

-0.05

 0

 0.05

 0.1

u32

Figure 2. Barrier (10.3) and its points of intersection with function (10.7).

Substituting approximation (10.7) into system (10.1), we obtain residuals estimated as follows:

max
t∈[0,τ̂1]
!!!!X�31(t) − X232(t) + X231(t) − t!!!! ≈ 6 ⋅ 10−10,

max
t∈[0,τ̂1]
!!!!X�32(t) − X231(t) + X232(t) + t!!!! ≈ 3 ⋅ 10−10

for the pre-jump part and, on the time intervals where the jumps occur,

max
t∈Jk

!!!!!!!
dY
[k]
31 (t)
dt
−(Y[k]32 (t))2 + (Y[k]31 (t))2 − t!!!!!!! ≈ 10−8,

max
t∈Jk

!!!!!!!
dY
[k]
32 (t)
dt
−(Y[k]31 (t))2 + (Y[k]32 (t))2 + t!!!!!!! ≈ 10−8, k = 1, 2,

where J1 := [τ̂1, τ̂2] and J2 := [τ̂1, 0.5].

10.2 Barrier (10.3) and one jump

As has already been noted above, a problem of the kind speciőed may have multiple solutions with different

numbers of jumps. We can see this, in particular, on the example of system (10.1), (10.2) with barrier (10.3),

for which a two-jump solution has been detected in Section 10.1.

Indeed, consider system (10.1) on [0, 0.5] with the boundary conditions (10.2) and barrier (10.3) and

look for a solution with just one jump. In this case, we have p = 1 and the state-dependent jump condition at

a single unknown point τ1

u1(τ1+) − u1(τ1) = 0.01, u2(τ1+) − u2(τ1) = −0.01, (10.8)

where, by (1.6), τ1 is such that

u1(τ1) − 7.2333̄τ1 + 2.3683̄τ1 − 0.04 = 0,
u1(t) − 7.2333̄t2 + 2.3683̄t − 0.04 ̸= 0, t ∈ [0, 0.5] \ {τ1}. (10.9)
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Let us őnd out whether there is such a solution. In contrast to Section 10.1, instead of problem (10.1), (10.2),

(10.4), (10.5), we now have problem (10.1), (10.2) (10.8), (10.9).

Calculation of approximate roots of the corresponding determining system (7.1) with p = 1 yields for

m = 3 the third frozen parameters of problem (10.1), (10.2), (10.8), (10.9): τ̂1 = 0.4513818462 and
̂ξ1 = 0.3957567658, ̂ξ2 = −0.2062956437,

λ̂
[1]
1 = 0.4447369584, λ̂

[1]
2 = −0.2552758362,

λ̂
[2]
1 = 0.4710845398, λ̂

[2]
2 = −0.2816234176.

Using the third frozen parameters, put

X3(t) := x̂3(t; τ̂1, ̂ξ , λ̂[1]), t ∈ [a, τ̂1],
Y
[1]
3 (t) := ŷ[1]3 (t; τ̂1, 0.5, λ̂[1], λ[2]), t ∈ [τ̂1, 0.5],

and show that condition (8.6) with p = 1 holds for m = 3. Consequently, the vector function

û3(t) = {{{
X3(t) if t ∈ [0, τ̂1],
Y
[1]
3 (t) if t ∈ (τ̂1, 0.5],

is the third approximation to a solution of problem (10.1), (10.2), (10.8), (10.9).

10.3 Barrier (10.10) and three jumps

We apply our technique to the same system (10.1) on the interval [0, 0.5]with the same boundary conditions

(10.2) but with a different barrier and three jumps allowed. Thus, put p = 3, choose the barrier

G = {(t, x) ∈ [0, 0.5] ×ℝ2 : x2 + 474.9999931t4 − 476.6666597t3
+ 147.2499979t2−14.43333319t + 0.2 = 0}, (10.10)

and consider the state-dependent impulse conditions at three unknown points τ1, τ2 and τ3

u1(τ1+) − u1(τ1) = 0.01, u2(τ1+) − u2(τ1) = −0.01,
u1(τ2+) − u1(τ2) = 0.015, u2(τ2+) − u2(τ2) = −0.015,
u1(τ3+) − u1(τ3) = −0.0012, u2(τ3+) − u2(τ3) = 0.0012,

(10.11)

where, according to (1.6), the time instants τ1, τ2 and τ3 should be such that

u2(τk) + 474.9999931τ4k − 476.6666597τ3k + 147.2499979τ2k
− 14.43333319τk + 0.2 = 0, k = 1, 2, 3,

u2(t) + 474.9999931t4 − 476.6666597t3 + 147.2499979t2
− 14.43333319t + 0.2 ̸= 0, t ∈ [0, 0.5] \ {τ1, τ2, τ3}.

(10.12)

We are interested in a solution of problem (10.1), (10.2), (10.11), (10.12) as deőned in Deőnition 1.1

with n = 2 and p = 3. In this case, γτ1 , γτ2 and γτ3 in (1.7) are constant vectors given by the equalities

γτ1 = col(0.01, −0.01), γτ2 = col(0.015, −0.015), γτ3 = col(−0.0012, 0.0012) (10.13)

and the barrier function g has the form

g(t, x) = x2 + 474.9999931t4 − 476.6666597t3 + 147.2499979t2 − 14.43333319t + 0.2.
Introduce the zeroth iterations x0, y

[k]
0 , k = 1, 2, 3, solve system (9.1) of thirteen scalar algebraic equa-

tions, andobtain the roots τ̂1, τ̂2, τ̂3, ̂ξ1, ̂ξ2 and λ̂[1]1 , λ̂
[1]
2 , k = 1, . . . , 4, presented in theőrst columnof Table3.

Since, according to Table 3, we have

̂ξ1 = −0.1032363917, ̂ξ2 = 0.01351486331,
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m = 0 m = 1

̂τ1 0.01786682459 0.01786194368

̂τ2 0.1570192449 0.1570251944

̂τ3 0.3110673961 0.3110731609

̂ξ1 −0.1032363917 −0.1025716094
̂ξ2 0.01351486331 0.01347022529

λ̂
[1]
1 −0.103263981 −0.102596893
λ̂
[1]
2 0.01354245262 0.01349550897

λ̂
[2]
1 −0.08216614009 −0.08152274765
λ̂
[2]
2 −0.007555388281 −0.007578636417
λ̂
[3]
1 −0.03123212422 −0.03063507088
λ̂
[3]
2 −0.05848940415 −0.05846631319
λ̂
[4]
1 0.04593622419 0.04641955097

λ̂
[4]
2 −0.1356577526 −0.135520935

Table 3. Frozen parameters for problem (10.1), (10.2),
(10.11), (10.12): m = 0, 1.

m = 2 m = 3

̂τ1 0.01786194368 0.01786194376

̂τ2 0.1570251944 0.1570251942

̂τ3 0.3110731609 0.3110731609

̂ξ1 −0.1025716097 −0.1025716097
̂ξ2 0.01347022531 0.01347022531

λ̂
[1]
1 −0.1025968934 −0.1025968934
λ̂
[1]
2 0.01349550899 0.01349550899

λ̂
[2]
1 −0.08152274798 −0.08152274798
λ̂
[2]
2 −0.007578636385 −0.007578636385
λ̂
[3]
1 −0.03063507121 −0.03063507121
λ̂
[3]
2 −0.05846631315 −0.05846631315
λ̂
[4]
1 0.04641955065 0.04641955065

λ̂
[4]
2 −0.135520935 −0.135520935

Table 4. Frozen parameters for problem (10.1), (10.2),
(10.11), (10.12): m = 2, 3.

we can take, e.g.,

Ω0 = [−0.14, 0.04] × [−0.18, 0.03] = Ω1,

and then, by (8.1), (8.2), (10.13), we obtain

Ω+1 = [−0.15, 0.05] × [−0.19, 0.04] = Ω2,

Ω+2 = [−0.165, 0.065] × [−0.205, 0.055] = Ω3,

Ω+3 = [−0.265, 0.165] × [−0.305, 0.155] = Ω4.

Now choose the vectors
ϱ[0] = col(0.1, 0.1), ϱ[1] = col(0.15, 0.15),
ϱ[2] = col(0.1, 0.15), ϱ[3] = col(0.1, 0.1)

and, using (8.3), construct the sets

U0 = [−0.24, 0.14] × [−0.28, 0.13],
U1 = [−0.30, 0.20] × [−0.34, 0.19],
U2 = [−0.265, 0.165] × [−0.355, 0.205],
U3 = [−0.365, 0.265] × [−0.405, 0.255].

Carrying out computations in Maple, we őnd that the conditions of Theorems 4.2 and 4.4 are fulőlled and

hence the frozen parameter scheme from Section 8 can be applied. The approximate values of roots of (7.1)

are presented in Tables 3 and 4.

In addition, computations show that condition (8.6) with p = 3 is satisőed for m = 3. Consequently, the
function

û3(t) =
{{{{{{{{{{{{{

X3(t) if t ∈ [0, τ̂1],
Y
[1]
3 (t) if t ∈ (τ̂1, τ̂2],

Y
[2]
3 (t) if t ∈ (τ̂2, τ̂3],

Y
[3]
3 (t) if t ∈ (τ̂3, 0.5],

(10.14)

is the third approximation of a solution of problem (10.1), (10.2), (10.11), (10.12).

The graph of the third approximation û3 of a solution of problem (10.1), (10.2), (10.11), (10.12) and its

orthogonal projection onto the (t, u1) plane are given in Figure 3. Figure 4 shows the graph of barrier (10.10)
and the three points where it meets the graph of û3.
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Figure 3. Third approximation (10.14) of a solution of problem (10.1), (10.2), (10.11), (10.12).
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Figure 4. Barrier (10.10) and its points of intersection with function (10.14).
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Substituting approximation (10.14) into system (10.1), we obtain a residual estimated as follows:

max
t∈[a,τ̂1]
!!!!X�31(t) − (X32(t))2 + (X31(t))2 − t!!!! ≈ 2 ⋅ 10−9,

max
t∈[0,τ̂1]
!!!!X�32(t) − (X31(t))2 + (X32(t))2 + t!!!! ≈ 2 ⋅ 10−9

and

max
t∈[τ̂1 ,τ̂2]

R
[1]
1 (t) ≈ 8 ⋅ 10−7, max

t∈[τ̂1 ,τ̂2]
R
[1]
2 (t) ≈ 8 ⋅ 10−7,

max
t∈[τ̂2 ,τ̂3]

R
[2]
1 (t) ≈ 9 ⋅ 10−7, max

t∈[τ̂2 ,τ̂3]
R
[2]
2 (t) ≈ 9 ⋅ 10−7,

max
t∈[τ̂3 ,b]

R
[3]
1 (t) ≈ 1.5 ⋅ 10−6, max

t∈[τ̂3 ,b]
R
[3]
2 (t) ≈ 1.5 ⋅ 10−6.

where

R
[k]
1 (t) := !!!!!!!

dY
[k]
31 (t)
dt
− (Y[k]32 (t))2 + (Y[k]31 (t))2 − t!!!!!!!,

R
[k]
2 (t) := !!!!!!!

dY
[k]
32 (t)
dt
− (Y[k]31 (t))2 + (Y[k]32 (t))2 + t!!!!!!!

for k = 1, 2, 3.

10.4 Barrier (10.15) and two jumps

Let us apply our technique to system (10.1), (10.2) with the barrier

G = {(t, x) ∈ [0, 0.5] × ℝ2 : x21 + x22 − 0.125t = 0}, (10.15)

and two jumps. More precisely, we put p = 2, and pose the state-dependent impulse conditions at two

unknown points τ1 and τ2

u1(τ1+) − u1(τ1) = −0.015625, u2(τ1+) − u2(τ1) = 0.015625,
u1(τ2+) − u1(τ2) = 0.140625, u2(τ2+) − u2(τ2) = −0.140625, (10.16)

where, according to (1.6), the time instants τ1 and τ2 should satisfy the conditions

u21(τk) + u22(τk) − 0.125 τk = 0, k = 1, 2,
u21(t) + u22(t) − 0.125 t ̸= 0, t ∈ [0, 0.5] \ {τ1, τ2}. (10.17)

Computation of approximate roots of the corresponding determining system (7.1) for m = 3 yields the

frozen parameters for problem (10.1), (10.2), (10.16), (10.17):

τ̂1 = 0.4300565098, τ̂2 = 0.4516205829,
̂ξ1 = −0.2868788395, ̂ξ2 = 0.01090944068,

λ̂
[1]
1 = −0.2265214409, λ̂

[1]
2 = −0.0494479579,

λ̂
[2]
1 = −0.2338309782, λ̂

[2]
2 = −0.04213842058,

λ̂
[3]
1 = −0.06866993025, λ̂

[3]
2 = −0.2072994685.

In Figure 5, we present the corresponding third approximation û3 of a solution of problem (10.1), (10.2),

(10.16), (10.17) and its orthogonal projection onto the (t, u1) plane. Figure 6 shows the graph of barrier

(10.15) and the two points where it is met by the graph of û3.
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Figure 5. Third approximation û3 of a solution of problem (10.1), (10.2), (10.16), (10.17).
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Figure 6. Barrier (10.15) and its points of intersection with û3 constructed for problem (10.1), (10.2), (10.16), (10.17).
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ON SOLUTIONS OF NONLINEAR BOUNDARY-VALUE PROBLEMS

WHOSE COMPONENTS VANISH AT CERTAIN POINTS

B. Půža,1 A. Rontó,2 M. Rontó,3 and N. Shchobak4 UDC 517.9

We show how an appropriate parametrization technique and successive approximations can help to inves-

tigate nonlinear boundary-value problems for systems of differential equations under the condition that

the components of solutions vanish at certain unknown points. The technique can be applied to nonlinear-

ities involving the signs of the absolute value and positive or negative parts of functions under boundary

conditions of various types.

1. Introduction and Problem Setting

The problem of finding solutions of nonlinear differential equations with prescribed numbers of zeros inside

a given interval is of interest from numerous points of view (see, e.g., [1, 3–5, 11], and the references therein).

This is a rather complicated problem and its investigation is generally based on considerations of pure qualitative

nature, which usually do not provide a way to obtain approximations to the analyzed solutions. Further difficulties

arise when the equation is studied under nonlinear boundary conditions.

The aim of the present paper is to show that this problem can be efficiently treated by subsequent exten-

sions of the numerical-analytic techniques based on successive approximations suggested for the first time by

A. M. Samoilenko [20, 21] for the periodic problem. In the present work, based on the schemes with interval divi-

sions developed in [12–15, 17], we construct a suitable version of this approach for finding solutions with a given

number of zeros.

We focus our attention on the system of n nonlinear ordinary differential equations

u0(t) = f
�

t, [u(t)]+, [u(t)]−
�

, t ∈ [a, b], (1.1)

where [u]± for any u = col(u1, . . . , un) stands for the vector col([u1]±, . . . , [un]±) and [s]+:=max{s, 0},

[s]− := max{−s, 0} for any real s. System (1.1) is studied under nonlinear two-point boundary conditions of the

general form

g(u(a), u(b)) = d. (1.2)

The functions f : [a, b] × Ω × Ω → R
n, g : Ω × Ω → R

n are assumed to be continuous in their domain of

definition and the choice of Ω ⊂ R
n is concretized in what follows. Since [u]+− [u]− = u and [u]++[u]− = |u|,

system (1.1) includes, e.g., the Fučı́k-type equations

u00(t) = α(t)[u(t)]+ + β(t)[u(t)]− + q(t, u(t)), t ∈ [a, b], (1.3)
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equations of the Emden–Fowler type

u00(t) = p(t) |u(t)|λ u(t) + r(t), t ∈ [a, b], (1.4)

and various other systems of the form

u0(t) = h(t, u(t), |u(t)|), t ∈ [a, b] .

In what follows, we seek continuously differentiable solutions u = col(u1, u2, . . . , un) of Eqs. (1.1), (1.2)

each component of which vanishes at some point from (a, b) and has prescribed signs around this point (see Sec-

tion 2). The numerical-analytic approach [6, 8–11, 18] allows one to approximate these solutions of problem (1.1),

(1.2) and, moreover, rigorously prove their existence by using the results of computations [7, 16].

The form of system (1.1) is motivated, in particular, by equations of type (1.3), (1.4), where the terms of

form [u]±, |u| lead to additional difficulties in the practical realization of our scheme due to the necessity of an-

alytic integration of expressions depending on multiple parameters. We show that, in the case of solutions of the

indicated kind, the construction of approximations is simplified and any additional approximation of the integrands

may be not necessary.

2. Solutions with Fixed Signs on Subintervals

For the convenience of notation, we introduce two definitions (cf. [11]).

Definition 2.1. Let {σ0,σ1}⊂{−1, 1} and let t1 be a point from (a, b). We say that a function u : [a, b] → R

is of type (σ0,σ1; t1) if u(t1) = 0 and

σk−1u(t) > 0 for t ∈ (tk−1, tk), k = 1, 2,

where t0 := a, t2 := b.

Suppose that {σi0,σi1 : i = 1, 2, . . . , n} ⊂ {−1, 1} and t1, t2, . . . , tn are such that

a =: t0 < t1 < t2 < . . . < tn < tn+1 := b. (2.1)

Definition 2.2. We say that a vector function u = col(u1, u2, . . . , un) : [a, b] → R
n is of type

⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

if every uk, k = 1, 2, . . . , n, is of type (σk0,σk1; tk).

In what follows, we seek the solutions of (1.1) possessing the last mentioned property for certain t1, t2, . . . , tn.

Assumption (2.1) on the order of zeros does not restrict the generality because the equations in (1.1) can always be

accordingly renumbered.

Prior to applying the iterative techniques to finding solutions of this kind, it is convenient to simplify the terms

involving the positive and negative parts of a function by using the available information on its sign. For this

purpose, we set

jσ :=
1

2
(σ + 1) (2.2)
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for any σ ∈ {−1, 1} and define a function f̃ : [a, b]×D → R
n by setting

f̃(t, u1, . . . , un) := f
�

t, jσ11
u1, . . . , jσk−1,1

uk−1, jσk0
uk, jσk+1,0

uk+1, . . . , jσn0
un,

− j−σ11
u1, . . . ,−j−σk−1,1

uk−1,−j−σk0
uk,−j−σk+1,0

uk+1, . . . ,−j−σn0
un

�

(2.3)

for u = (ui)
n
i from Ω and t ∈ [tk−1, tk], k = 1, 2, . . . , n+ 1.

Lemma 2.1. Let {σi0,σi1 : i = 1, 2, . . . , n} ⊂ {−1, 1} be fixed. Any
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . ,

(σn0,σn1; tn)
⇤

solution of Eq. (1.1) is a solution of the system

u0(t) = f̃(t, u(t)), t ∈ [a, b], (2.4)

where f̃ is given by (2.3). Conversely, any
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

solution of Eq. (2.4)

satisfies (1.1).

Proof. Let u = (ui)
n
i=1 be a solution of Eq. (1.1) of the type

⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . (σn0,σn1; tn)
⇤

.

Since (2.1) is assumed on t1, t2, . . . , tn, it follows from the definition that

sign ui(t) = sik, t ∈ (tk−1, tk), k = 1, 2, . . . , n+ 1, (2.5)

where S = (sik), i = 1, 2, . . . , n, k = 1, 2, . . . , n+ 1,

S :=

0

B

B

B

B

B

B

B

B

B

B

B

B

@

σ10 σ11 σ11 . . . σ11 σ11

σ20 σ20 σ21 . . . σ21 σ21

σ10 σ30 σ30 . . . σ31 σ31

. . . . . . . . . . . . . . . . . .

σn−1,0 σn−1,0 σn−1,0 . . . σn−1,1 σn−1,1

σn0 σn0 σn0 . . . σn0 σn1

1

C

C

C

C

C

C

C

C

C

C

C

C

A

.

By (2.2), we get

jσij
= (σij + 1)/2, −j−σij

= (σij − 1)/2.

Together with (2.5), this implies that u satisfies (2.4). The converse implication is obvious.

Lemma 2.1 is proved.

Note that, unlike (1.1), the expression on the right-hand side of the new system (2.4) does not contain positive

or negative parts of a function: instead of [ui]+ and [ui]−, we find there either ui, or −ui, or 0, depending on the

considered subinterval.
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The construction of f̃ is rather easy and proceeds by changing the relevant terms in (1.1) according to their

signs. Namely, all occurrences of [ui(t)]+ in (1.1) are replaced by ui(t) if t ∈ [a, ti], σi0 = 1 or t ∈ (ti, b],

σi1 = 1, and by 0 in all other cases. Similarly, the term [ui(t)]− is replaced by −ui(t) if t ∈ [a, ti], σi0 = −1

or t ∈ (ti, b], σi1 = −1, and by 0, otherwise. Thus, if system (1.1) has the form

u01(t) = p11(t)[u1(t)]+ + p12(t)[u1(t)]− + q1(u1(t), |u2(t)|),

u02(t) = p21(t)[u2(t)]+ + p22(t)[u2(t)]− + q2(u1(t), u2(t)), t ∈ [a, b],

(2.6)

and we take, e. g., σ10 = 1, σ11 = −1, σ20 = −1, and σ21 = 1, then the corresponding system (2.4) can be

written as follows:

u01(t) = p11(t)u1(t) + q1(u1(t),−u2(t)),

u02(t) = −p22(t)u2(t) + q2(u1(t), u2(t))

(2.7)

for t ∈ [a, t1],

u01(t) = −p12(t)u1(t) + q1(u1(t),−u2(t)),

u02(t) = −p22(t)u2(t) + q2(u1(t), u2(t))

(2.8)

for t ∈ [t1, t2], and

u01(t) = −p12(t)u1(t) + q1(u1(t), u2(t)),

u02(t) = p21(t)u2(t)− + q2(u1(t), u2(t))

(2.9)

for t ∈ [t2, b] (recall that a < t1 < t2 < b). In this case, the assertion of Lemma 2.1 means that if we restrict our

consideration to solutions u = col(u1, u2) of the type [(1,−1; t1), (−1, 1; t2)] in a sense of Definition 2.2, then

the original system (2.6) can be equivalently rewritten on the relevant subintervals as (2.7)–(2.9).

Remark 2.1. It is not difficult to verify that formula (2.3) for f̃ can be alternatively represented as

f̃(t, u) = f

✓

t,
1

2
(Mk + I)u(t),

1

2
(Mk − I)u(t)

◆

, (2.10)

where u = (ui)
n
i is from Ω, t ∈ [tk−1, tk], k = 1, 2, . . . , n+ 1, I is the unit matrix, and

Mk := diag
�

σ11,σ21, . . . ,σk−1,1,σk0,σk+1,0, . . . ,σn0
�

. (2.11)

Equality (2.10) implies, in particular, that possible occurrences of |ui| in the original system are replaced by

the i th component of Mku in f̃ on [tk−1, tk].

By using Remark 2.1 in the example presented above, we can easily get system (2.7)–(2.9) on the three

intervals directly because, in this case, in view of (2.11), the matrices M1 = diag(σ10,σ20), M2 = diag(σ11,σ20),

and M3 = diag(σ11,σ21) take the form

M1 = diag(1,−1), M2 = diag(−1,−1), and M3 = (−1, 1).
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Therefore, on [tk−1, tk], 1≤k≤3, the occurrences of [ui]+ (resp., [ui]−) in (2.6) are replaced by (1/2)[(Mku)i+ui]

(resp., (1/2)[(Mku)i − ui]), and |u2| is replaced by (Mku)2.

3. Parametrization and Auxiliary Problems

We fix some
�

σi0,σi1 : i = 1, 2, . . . , n
 

⊂ {−1, 1} and focus on finding the solutions of (1.1) of the type
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

for some t1, t2, . . . , tn from (a, b). The values of t1, t2, . . . , tn
are a priori unknown and should be determined parallel with u. Without loss of generality we assume that these

points are ordered as indicated in (2.1).

The idea that is used in what follows suggests to replace the boundary-value problem (2.4), (1.2) by a suitable

family of “model-type” problems with separated boundary conditions. The construction of these problems is very

simple. We “freeze” the values of u = col(u1, u2, . . . , un) at points (2.1) by (formally) setting

u(tk) = z(k), k = 0, 1, . . . , n+ 1, (3.1)

where

z(k) = col
�

z
(k)
1 , z

(k)
1 , . . . , z(k)n

�

,

and consider the restrictions of system (2.4) to each interval [t0, t1], [t1, t2], . . . , [tn, tn+1]. This gives n + 1

two-point boundary-value problems on the respective subintervals

u0(t) = f̃(t, u(t)), t ∈ [tk−1, tk], (3.2)

u(tk−1) = z(k−1), u(tk) = z(k), (3.3)

where k = 1, 2, . . . , n+ 1, and f̃ is given by (2.3). We fix certain nonempty bounded sets

Ωk ⊂ R
n, k = 0, 1, . . . , n+ 1, (3.4)

and treat the vectors z(j) appearing in (3.1), (3.3), and (3.4) as parameters with values in Ωj , j = 0, 1, . . . , n+ 1.

We use the family of problems (3.2), (3.3) to study the
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

solutions

u = col(u1, u2, . . . , un) of problem (1.1), (1.2) whose values at the unknown points (2.1) lie in the corresponding

sets (3.4), i.e., such that

u(tk) ∈ Ωk, k = 0, 1, 2, . . . , n+ 1. (3.5)

After simplification of the original system (1.1) by using the sign properties of solutions, we impose restrictions

required to apply our method directly to the transformed system (2.4). The conditions on f̃ are imposed on certain

sets somewhat wider than the already fixed sets (3.4).

Given sets (3.4), for any k = 1, 2, . . . , n+ 1, we introduce the sets

Ωk−1,k :=
�

(1− ✓)⇠ + ✓⌘ : ⇠ ∈ Ωk−1, ⌘ ∈ Ωk, ✓ ∈ [0, 1]
 

. (3.6)

It is clear that Ωk−1,k is formed by all possible straight segments joining the points of Ωk−1with the points

of Ωk. Further, we also need the componentwise %(k) -neighborhoods of Ωk−1,k, k = 1, . . . , n+ 1 :

O
%(k)

(Ωk−1,k), k = 1, 2, . . . , n+ 1, (3.7)
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where

O%(Ω) :=
[

⇠∈Ω

O%(⇠) (3.8)

and

O%(⇠) :=
�

⌫ ∈ R
n : |⌫ − ⇠| ≤ %

 

for any Ω ⊂ R
n, % ∈ R

n
+, ⇠ ∈ Ω. The values of %(k), k = 1, 2, . . . , n + 1, used in (3.7) are chosen in what

follows. The conditions formulated in Section 4 are imposed on sets (3.7) with respect to the space variables.

4. Assumptions

To study the solutions of the auxiliary problems (3.2), (3.3) with z(j) ∈ Ωj , j = 0, 1, . . . , n + 1, we use

suitable parametrized successive approximations analytically constructed on the subintervals t ∈ [tk−1, tk] ,

k = 1, 2, . . . , n+ 1. Since we seek solutions of type
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

with given

{σi0,σi1 : i = 1, 2, . . . , n} ⊂ {−1, 1} and some unknown t1, . . . , tn, we assume that the set Ω0 is chosen so that

ΠiΩ0 ⊂ σi0R+, i = 1, 2, . . . , n, (4.1)

where

ΠiΩ := {si : (s1, . . . , si, . . . , sn) ∈ Ω for some s1, . . . , sn}.

Remark 4.1. Due to the nature of the problem under consideration, in addition to (4.1), it is natural to suppose

that the sets Ω0, Ω1, . . . ,Ωn+1 have the properties

ΠiΩj ⊂ vjiR+, i = 1, 2, . . . , n, j = 0, 1, . . . , n+ 1, (4.2)

where vk = (vki)
n
i=1 are defined as follows:

v0 := (σ10,σ20, . . . ,σn0),

vk = (σ11,σ21, . . . ,σk−1,1, 0,σk+1,0,σn0), k = 1, 2, . . . , n,

vn+1 := (σ11,σ21, . . . ,σn1).

Although relations (4.2) are useful because they exclude from consideration the sets that cannot contain the

values of solutions of the type
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

, in what follows, it is sufficient to

impose condition (4.1) fixing the signs of the solution in the initial subinterval.

We now need two assumptions concerning the function f̃ appearing in (2.4) and (3.2).

Assume that there exist nonnegative vectors %(1), %(2), . . . , %(n+1) such that

%(k) ≥
tk − tk−1

4
δ[tk−1,tk],O

%
(k) (Ωk−1,k)(f̃) (4.3)

for all k = 1, 2, . . . , n+ 1, where
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δ[↵,β],Ω(f̃) := max
(t,u)∈[↵,β]×Ω

f̃(t, u)− min
(t,u)∈[↵,β]×Ω

f̃(t, u) (4.4)

for a < ↵ < β < b and a closed Ω ⊂ R
n.

We fix certain %(1), %(2), . . . , %(n+1) for which (4.3) holds, consider the sets

O%(k)(Ωk−1,k), k = 1, 2, . . . , n+ 1,

and suppose that, for some nonnegative matrices Kk, k = 1, 2, . . . , n + 1, the function f̃ satisfies the Lipschitz

condition
�

�f̃(t, y1)− f̃(t, y2)
�

� ≤ Kk |y1 − y2| (4.5)

for t ∈ [tk−1, tk], {y1, y2} ⊂ O%(k)(Ωk−1,k), k = 1, 2, . . . , n+ 1. Finally, we assume that

r(Kk) <
10

3(tk − tk−1)
(4.6)

for all k = 1, 2, . . . , n+ 1.

Remark 4.2. In finding the solutions vanishing at certain points (this is the case, in particular, for the class

of solutions defined in Section 2), the direct verification of condition (4.6) is impossible because the values of

t1, t2, . . . , tn are unknown. Obviously, the validity of (4.6) is guaranteed if

max
1≤k≤n+1

r(Kk) <
10

3(b− a)
. (4.7)

It does make sense, however, to keep inequalities (4.6) because they may lead us to conditions much weaker

than (4.7) if some estimates for t1, t2, . . . , tn are available (see Section 6).

Remark 4.3. In order to verify condition (4.3) on %(0), . . . , %(n+1), it is necessary to compute the maximal

and minimal values of the function f̃ over %(k) -neighborhoods of the sets Ωk−1,k, k = 1, 2, . . . , n+1, constructed

according to (3.6). One may use computer software for this purpose. It is convenient to specify suitable sets

Ω
(k)

⊃ Ωk−1,k, k = 1, 2, . . . , n+ 1, (4.8)

with simpler structures (e.g., parallelepipeds: If Ω(k) is a parallelepiped, then, by (3.8), the set O%(k)(Ω
(k)) is also

a parallelepiped) and use the inequality

δ[↵,β],Ω̃(f̃) ≥ δ[↵,β],Ω(f̃)

for any Ω̃ ⊃ Ω, which is an immediate consequence of (4.4). Then the validity of (4.3) is guaranteed if

%(k) ≥
tk − tk−1

4
δ[tk−1,tk],O

%
(k) (Ω

(k))(f̃) (4.9)

for k = 1, 2, . . . , n+1. The same observation is true for the Lipschitz condition (4.5). It can be easier checked on

the set O%(k)(Ω
(k)) instead of the set O%(k)(Ωk−1,k), k = 1, 2, . . . , n+ 1.
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5. Successive Approximations and Determining Equations

As shown above, the problem of
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

solutions of the boundary-

value problem (1.1), (1.2) reduces to the same problem (1.2) for equation (2.4), where the function f̃ is constructed

according to (2.3). To treat problem (2.4), (1.2), we can use the approach proposed in [15, 17] with the use of the

properties of the auxiliary problems (3.2) and (3.3). In what follows, we always assume that conditions (4.3), (4.5),

and (4.6) are satisfied.

We now define parametrized recurrence sequences of functions u
(k)
m

�

·, z(k−1), z(k), tk−1, tk
�

, m = 0, 1, . . . ,

by setting

u
(k)
0 (t, z(k−1), z(k), tk−1, tk) :=

✓

1−
t− tk−1

tk − tk−1

◆

z(k−1) +
t− tk−1

tk − tk−1
z(k), (5.1)

u(k)m (t, z(k−1), z(k), tk−1, tk) := u
(k)
0 (t, z(k−1), z(k))

+

t
Z

tk−1

f̃
�

s, u
(k)
m−1(s, z

(k−1), z(k), tk−1, tk)
�

ds

−
t− tk−1

tk − tk−1

tk
Z

tk−1

f̃
�

s, u
(k)
m−1(s, z

(k−1), z(k), tk−1, tk)
�

ds (5.2)

for all m = 1, 2, . . . , z(0) ∈ Ω0, z
(k)

∈ Ωk, t ∈ [tk−1, tk], k = 1, 2, . . . , n + 1. Recall that t0 = a, tn+1 = b,

while the intermediate times t1, . . . , tn are regarded as unknown parameters.

It is clear that every function u
(k)
m (·, z(k−1), z(k), tk−1, tk), m = 0, 1, . . . , satisfies conditions (3.3) indepen-

dently of the choice of z(k−1) and z(k) :

u(k)m

�

tk−1, z
(k−1), z(k), tk−1, tk

�

= z(k−1), u(k)m

�

tk, z
(k−1), z(k), tk−1, tk

�

= z(k). (5.3)

The sequences given by (5.1), (5.2) are helpful for the investigation of the auxiliary problems (3.2) and (3.3)

and, ultimately, of the given problem (1.1), (1.2).

Theorem 5.1. Assume that (4.3), (4.5), and (4.6) are satisfied. Then, for any fixed z(k) ∈ Ωk, k = 0,

1, . . . , n+ 1 :

1. Functions (5.2) are continuously differentiable on t ∈ [tk−1, tk], k = 1, . . . , n+ 1, and the inclusion

n

u(k)m (t, z(k−1), z(k), tk−1, tk) : t ∈ [tk−1, tk]
o

⊂ O
%(k)

(Ωk−1,k) (5.4)

holds.

2. The limit

lim
m→∞

u(k)m

�

t, z(k−1), z(k), tk−1, tk
�

=: u(k)
∞

�

t, z(k−1), z(k), tk−1, tk
�

exists uniformly in t ∈ [tk−1, tk], k = 1, 2, . . . , n+ 1.
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3. The limit functions satisfy the separated two-point boundary conditions

u(k)
1

�

tk−1, z
(k−1), z(k), tk−1, tk

�

= z(k−1),

u(k)
1

�

tk, z
(k−1), z(k), tk−1, tk

�

= z(k).

(5.5)

4. The function u
(k)
1

�

·, z(k−1), z(k), tk−1, tk
�

is the unique continuously differentiable solution of the integral

equation

u(t) = u
(k)
0

�

t, z(k−1), z(k), tk−1, tk
�

+

t
Z

tk−1

f̃(s, u(s))ds−
t− tk−1

tk − tk−1

tk
Z

tk−1

f̃(s, u(s)) ds, t ∈ [tk−1, tk], (5.6)

with values in O
%(k)

(Ωk−1,k).

5. For any m ≥ 0, the following estimate is true:

�

�u(k)
1

�

t, z(k−1), z(k), tk−1, tk
�

− u(k)m

�

t, z(k−1), z(k), tk−1, tk
��

�

≤
5

9
α1(t, tk−1, tk) Q

m
k (I −Qk)

−1 δ[tk−1,tk],O
%
(k) (Ωk−1,k)(f),

where Qk := (3/10)(tk − tk−1)Kk and

α1(t, tk−1, tk) := 2 (t− tk−1)

✓

1−
t− tk−1

tk − tk−1

◆

for t ∈ [tk−1, tk].

It follows from (5.6) that the function u
(k)
1

�

·, z(k−1), z(k), tk−1, tk
�

, k = 1, 2, . . . , n+1, is the unique solution

of the Cauchy problem for the system

u0(t) = f̃(t, u(t)) +
1

tk − tk−1
∆

(k)(z(k−1), z(k), tk−1, tk), (5.7)

u(tk−1) = z(k−1), (5.8)

where ∆
(k) : Ωk−1 × Ωk × (a, b)2 → R

n, k = 1, . . . , n+ 1, is given by the formula

∆
(k)(ξ, η, s0, s1) := η − ξ −

tk
Z

tk−1

f̃
�

s, u(k)
1

(s, ξ, η, s0, s1)
�

ds (5.9)

for all ξ ∈ Ωk−1, η ∈ Ωk, and {s0, s1} ⊂ (a, b).
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The proof is realized by analogy with [17] (Theorem 1) and [15] (Theorem 5.1). The starting point is to

establish inclusion (5.4).

It is natural to expect that the limit functions

u(k)
1

�

·, z(k−1), z(k), tk−1, tk
�

, k = 1, 2, . . . , n+ 1,

of iterations (5.2) on the subintervals t ∈ [tk−1, tk] would enable us to formulate the criteria of solvability of the

original problem (1.1), (1.2). It turns out that the functions

∆
(k) : Ωk−1 × Ωk × (a, b)2 → R

n, k = 1, 2, . . . , n+ 1, (5.10)

defined by equalities (5.9) guarantee the validity of these conclusions. Indeed, Theorem 5.1 guarantees that under

the imposed conditions, the functions

u(k)
1

�

·, z(k−1), z(k), tk−1, tk
�

: [tk−1, tk] → R
n, k = 1, 2, . . . , n+ 1,

are well defined for all (z(k−1), z(k)) ∈ Ωk−1 × Ωk and (tk−1, tk) ∈ (a, b)2. Therefore, by setting

u1
�

t, z(0), z(1), z(2), . . . , z(n+1), t1, t2, . . . , tn
�

:= u(k)
1

�

t, z(k−1), z(k), tk−1, tk
�

(5.11)

for t ∈ [tk−1, tk], k = 1, 2, . . . , n+ 1, we obtain a function

u1(t, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn) : [a, b] → R
n.

This function is obviously continuous at the points tk, k = 1, 2, . . . , n, because, by virtue of (5.5),

u(k)
1

�

tk, z
(k−1), z(k), tk−1, tk

�

= u(k+1)
1

�

tk, z
(k), z(k+1), tk, tk+1

�

.

Along with (3.2), we consider the equations with constant forcing terms

u0(t) = f̃(t, u(t)) +
1

tk − tk−1
µ(k), t ∈ [tk−1, tk], (5.12)

under the initial conditions

u(tk−1) = z(k−1), (5.13)

where

µ(k) = col(µ
(k)
1 , µ

(k)
2 , . . . , µ(k)

n ), k = 1, 2, . . . , n+ 1,

are control parameters. Then, by analogy with [19] (Theorem 2), we obtain the following theorem:

Theorem 5.2. Assume that (4.3), (4.5), and (4.6) are true. Let z(j) ∈ Ωj , j = 0, 1, . . . , n + 1, be fixed.

Then, for the solutions of the Cauchy problems (5.12), (5.13) to have the properties

u(tk) = z(k), k = 1, 2, . . . , n+ 1, (5.14)
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it is necessary and sufficient that µ(k) have the form

µ(k) = ∆
(k)
�

z(k−1), z(k), tk−1, tk
�

, k = 1, 2, . . . , n+ 1. (5.15)

In this case, the solution of (5.12), (5.13) coincides with u
(k)
∞

�

·, z(k−1), z(k), tk−1, tk
�

for any k = 1, 2, . . . , n+1.

The next statement establishes the relationship between function (5.11) and the solutions of the original prob-

lem (1.1), (1.2) in the terms of the zeros of functions (5.10). Recall that Ω0 is chosen so that (4.1) holds.

Theorem 5.3. Let (4.3), (4.5), and (4.6) hold. Then the function

u∞(·, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn) : [a, b] → R
n

is a continuously differentiable solution of the boundary-value problem (1.1), (1.2) if and only if the vectors z(k),

k = 0, 1, 2, . . . , n+ 1, and the points t1, . . . , tn satisfy the system of n(n+ 2) numerical determining equations

∆
(k)
�

z(k−1), z(k), tk−1, tk
�

= 0, k = 1, 2, . . . , n+ 1, (5.16)

g
�

u(1)
∞

(a, z(0), z(1), a, t1), u
(n+1)
∞

(b, z(n), z(n+1), tn, b)
�

= d. (5.17)

Furthermore, this is a solution of the
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

type.

Proof. The required statement is proved similarly to [19] (Theorem 3). We use Lemma 2.1 and take into

account the choice of the domain Ω0 according to (4.1), which, by virtue of the unique solvability of the Cauchy

problems (5.7), (5.8), excludes the existence of solutions not possessing the prescribed property
⇥

(σ10,σ11; t1),

(σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

.

Theorem 5.3 is proved.

Finally, the following analog of [19] (Theorem 4) shows that the determining equations (5.16), (5.17) detect

all possible solutions of problem (1.1), (1.2) with graphs lying in the specified domains.

Theorem 5.4. Let (4.3), (4.5), and (4.6) hold. If there exist some t1, . . . , tn from (a, b) and z(j) ∈ Ωj ,

j = 0, 1, . . . , n+ 1, satisfying the determining equations (5.16), (5.17), then the function

u∗(t) = u∞
�

t, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn
�

, t ∈ [a, b], (5.18)

is a
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

solution of the boundary-value problem (1.1), (1.2). Con-

versely, if problem (1.1), (1.2) possesses a solution u∗(·) of the
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

type, which, in addition, satisfies the conditions

u∗(tj) ∈ Ωj , j = 0, 1, . . . , n+ 1,

�

u∗(t) : t ∈ [tk−1, tk]
 

⊂ O
%(k)

(Ωk−1,k), k = 1, 2, . . . , n+ 1,

then the system of determining equations (5.16), (5.17) is satisfied with the same t1, . . . , tn and

z(j) := u∗(tj), j = 0, 1, . . . , n+ 1.

Moreover, the solution u∗(·) necessarily has form (5.18) with the indicated values of the parameters.
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Remark 5.1. In the case of
⇥

(σ10,σ11; t1), (σ20,σ21; t2), . . . , (σn0,σn1; tn)
⇤

solutions, the parameters z(1),

z(2), . . . , z(n) in the auxiliary two-point problems (3.2), (3.3) have the form

z(k) = col
�

z
(k)
1 , . . . , z

(k)
k−1, 0, z

(k)
k+1, . . . , z

(k)
n

�

, k = 1, 2, . . . , n, (5.19)

and, therefore, system (5.16), (5.17) involves n(n+ 1) variables.

6. Determination of Approximate Solutions

Although Theorem 5.4 gives a theoretical description of all solutions of problem (2.4), (1.2) with graphs

contained in a given region, its direct application is difficult because the form of the limit functions of sequences

and (5.1), (5.2) is usually unknown and, hence, the determining equations (5.16), (5.17) rarely admit explicit

representations. The difficulty can be overcome in a customary way (see, e.g., [6, 12] and the references therein) if

we replace the unknown limit u
(k)
∞

�

·, z(k−1), z(k), tk−1, tk
�

in (5.11) by an iteration u
(k)
m (·, z(k−1), z(k), tk−1, tk),

k = 1, 2, . . . , n+ 1, of the form (5.2) for fixed m. In this way, we obtain the function

um
�

t, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn
�

:= u(k)m

�

t, z(k−1), z(k), tk−1, tk
�

(6.1)

for t ∈ [tk−1, tk], k = 1, 2, . . . , n+1. We see that (6.1) is an approximate version of the unknown function (5.11).

Its values can be found explicitly for all values of the parameters. By using function (6.1), we arrive, in a natural

way, at the m th approximate system of determining equations

∆
(k)
m

�

z(k−1), z(k), tk−1, tk
�

= 0, k = 1, 2, . . . , n+ 1, (6.2)

g
�

u(1)m

�

a, z(0), z(1), a, t1
�

, u(n+1)
m (b, z(n), z(n+1), tn, b)

�

= d, (6.3)

where, by the direct analogy with (5.9), the functions ∆
(k)
m : Ωk−1 × Ωk × (a, b)2 → R

n, k = 1, . . . , n + 1, are

defined as follows:

∆
(k)
m (ξ, η, s0, s1) := η − ξ −

tk
Z

tk−1

f̃
�

s, u(k)m (s, ξ, η, s0, s1)
�

ds (6.4)

for ξ ∈ Ωk−1, η ∈ Ωk, and {s0, s1} ⊂ (a, b). Note that, unlike system (5.16), (5.17), the m th approximate

system (6.2), (6.3) contains only terms involving the functions u
(k)
m

�

·, z(k−1), z(k), tk−1, tk
�

, k = 1, 2, . . . , n+ 1,

which can be found explicitly.

The approximate solutions of the original problem are, as usual, obtained (see, e.g., [6, 12]) by substituting

the roots of the corresponding approximate determining system (6.2), (6.3) in (6.1). According to the approach

described in the present work, the approximations are constructed by “gluing” together the curves obtained on each

single interval [tk−1, tk], k = 1, 2, . . . , n+ 1. This gluing is smooth.

Lemma 6.1. If z(k) ∈ Ωk, k = 0, 1, 2, . . . , n+1, satisfy equations (6.2) for some m, then the corresponding

function (6.1) is continuously differentiable on [a, b].

Proof. We fix z(j), j = 0, 1, . . . , n+ 1, set

v := um
�

·, z(0), z(1), z(2), . . . , z(n+1), t1, . . . , tn
�

,
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and consider the values of v around tk for fixed k = 1, 2, . . . , n. By (6.1), it suffices to check only

u(k)m

�

·, z(k−1), z(k), tk−1, tk
�

and u(k+1)
m

�

·, z(k), z(k+1), tk, tk+1

�

.

Indeed, it immediately follows from (5.2) that

v0(tk−) = f̃
�

tk, u
(k)
m−1(tk, z

(k−1), z(k), tk−1, tk)
�

+
1

tk − tk−1
∆

(k)
m

�

z(k−1), z(k), tk−1, tk
�

(6.5)

and

v0(tk+) = f̃
�

tk, u
(k+1)
m−1 (tk, z

(k), z(k+1), tk, tk+1)
�

+
1

tk+1 − tk
∆

(k+1)
m

�

z(k), z(k+1), tk, tk+1

�

. (6.6)

Since z(j), j = 0, 1, . . . , n+ 1, are supposed to satisfy (6.2), equalities (6.5), (6.6) imply that

v0(tk−) = f̃
�

tk, x
(k)
m−1(tk, z

(k−1), z(k), tk−1, tk)
�

,

v0(tk+) = f̃
�

tk, x
(k+1)
m−1 (tk, z

(k), z(k+1), tk, tk+1)
�

.

(6.7)

However, in view of (5.3), we find

u
(k)
m−1

�

tk, z
(k−1), z(k), tk−1, tk

�

= u
(k+1)
m−1

�

tk, z
(k), z(k+1), tk, tk+1

�

= z(k),

which, together with (6.7), yields v0(tk−) = v0(tk+).

Lemma 6.1 is proved.

The solvability of the determining system (5.16), (5.17) can be studied by analogy with [7, 16] by using the

topological degree methods [2] and analyzing some of its approximate versions (6.2), (6.3) (this problem is not

considered in the present work).

A special note should be made concerning the verification of the assumptions made in Section 4. Namely, both

relations (4.3) that should be satisfied by %
(1), %(2), . . . , %(n+1) and inequalities (4.6) for r(Kj), j = 1, . . . , n+1,

depend on the unknown t1, t2, . . . , tn. Although one can replace the subintervals by the entire [a, b] [cf. (4.7)],

this would lead to more restrictive conditions. Another (better) opportunity is to use the preliminary results of

computations performed according to the scheme described above.

Indeed, it is always expedient to start computations directly prior to checking conditions (4.3), (4.6) because,

in this way, we can obtain preliminary information on the space localization of solutions and, as a consequence,

a useful hint how to choose the regions where the conditions should be verified. This concerns both the choice

of the sets Ωk, k = 0, 1, . . . , n + 1, with respect to the space variables and the intervals containing zeros of the

solutions.

Suppose that we start direct computations and try to solve approximate determining equations. If the compu-

tations show reasonable, in a certain sense, results and we get certain approximate values

t̂1, t̂2, . . . , t̂n
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of t1, t2, . . . , tn, then these values can be naturally used to specify restrictions of the form

T−

k ≤ tk ≤ T+
k , k = 1, 2, . . . , n, (6.8)

by the proper choice of the bounds T−

k , T+
k , k = 1, 2, . . . , n. Probably, the simplest choice is to set

T−

k := max

⇢

a, t̂k −
b− a

n+ 1

�

,

T+
k := min

⇢

t̂k +
b− a

n+ 1
, b

�

for k = 1, 2, . . . , n. However, finer estimates may be available in specific situations. Knowing estimates of the

form (6.8), instead of (4.3), we can check the relations

%(k) ≥
T+
k − T−

k−1

4
δ[T−

k−1,T
+
k
],O

%
(k) (Ω

(k))(f̃), (6.9)

where T−

0 = T+
0 = a, T−

n+1 = T+
n+1 = b, and Ω

(k), k = 1, . . . , n+ 1, are suitably chosen sets satisfying (4.8).

Similarly, instead of (4.6), we check the condition

r(Kk) <
10

3
�

T+
k − T−

k−1

� , (6.10)

where Kk is the Lipschitz matrix for the restriction of f̃ to [tk−1, tk]×O
%(k)

(Ω(k)), k = 1, 2, . . . , n+ 1. Condi-

tion (6.10) is, clearly, preferable to (4.7).

Assuming (6.8), we formally make the problem more difficult because t1, t2, . . . , tn must satisfy additional

inequalities and cannot be arbitrary any longer. However, for a reasonable choice of the bounds based on the results

of computations, inequalities (6.8), in fact, only state that we restrict ourselves to finding the unknown times in the

regions where we have reasons to believe that they are present.

7. An Illustrative Example

We illustrate the approach described above by a model example of three-dimensional system

u01(t) = u2(t)u3(t)− t2 +
67

10
t−

387

100
,

u02(t) = |u3(t)|u2(t) + q2(t),

u03(t) = |u1(t)|+ q3(t)

(7.1)

for t ∈ [0, 1] with

q2(t) :=

8

>

>

<

>

>

:

t2 −
6

5
t+

33

25
if t ∈ [0, t3],

−t2 +
6

5
t+

17

25
if t ∈ [t3, 1],

(7.2)
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and

q3(t) :=

8

>

>

<

>

>

:

−
11

4
t2 +

71

20
t+

2

5
if t ∈ [0, t1],

11

4
t2 −

71

20
t+

8

5
if t ∈ [t1, 1],

(7.3)

where t1 and t3, t1 < t3, are unknown points from the interval (0, 1). System (7.1) is considered with two-point

nonlinear boundary conditions

u21(0)− u22(1) = 0, u2(0)u3(1) = −
2

25
, u1(0)− u3(1) =

2

5
. (7.4)

We now pose the problem of finding the
⇥

(1,−1; t1), (−1, 1; t2), (−1, 1; t3)
⇤

solutions of (7.1), (7.4), where

t2 is a point lying between t1 and t3. It is necessary to determined the values of times t1, t2, and t3, where the

corresponding components of u change their signs.

It can be directly verified by computations that, for t1 = 1/5, t2 = 2/5, t3 = 4/5, the function u∗ = (u∗
i
)3
i=1

with the components

u∗1(t) =
11

4
t2 −

71

20
t+

3

5
, u∗2(t) = t−

2

5
, u∗3(t) = t−

4

5
(7.5)

is a solution of the boundary-value problem (7.1), (7.4). It is easy to see that this solution has the
⇥

(1,−1; 1/5),

(−1, 1; 2/5), (−1, 1; 4/5)
⇤

type in a sense of Definition 2.2.

We now use the approach described above. It is clear that (7.1) is a special case of (1.1) with a = 0, b = 1,

n = 3, and f of the form

f(t, x1, x2, x3, y1, y2, y3) :=

0

B

B

B

B

B

@

(x2 − y2)(x3 − y3)− t2 +
67

10
t−

387

100

(x3 + y3)(x2 − y2) + q2(t)

x1 + y2 + q3(t)

1

C

C

C

C

C

A

, (7.6)

and, hence, the previous argument is applicable. This explicit form (7.6) of f is, however, not necessary to write

the corresponding system (2.4) because the function

f̃ = (f̃i)
3

i=1

specifying (2.4) can be constructed as in Remark 2.1 by using matrices (2.11):

M1 = diag(σ10,σ20,σ30), M2 = diag(σ11,σ20,σ30),

M3 = diag(σ11,σ21,σ30), M4 = diag(σ11,σ21,σ31).

(7.7)

Since, in our case, we have σ10 = 1, σ11 = −1, σ20 = −1, σ21 = 1, σ30 = −1, σ31 = 1, equalities (7.7)

imply that

M1 = diag(1,−1,−1), M2 = diag(−1,−1,−1),

M3 = diag(−1, 1,−1), M4 = diag(−1, 1, 1).
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Then |ui|, i = 1, 3, on the k th interval [tk−1, tk], 1 ≤ k ≤ 4, where t0 = 0 and t4 = 1, should be replaced

by the i th component of Mku. In this way, we obtain

f̃1(t, u1, u2, u3) = u2u3 − t2 +
67

10
t−

387

100
(7.8)

for all t ∈ [0, 1], while f̃2 and f̃3 on the relevant subintervals are defined as follows:

f̃2(t, u1, u2, u3) = −u2u3 + t2 −
6

5
t+

33

25
,

f̃3(t, u1, u2, u3) = u1 −
11

4
t2 +

71

20
t+

2

5

(7.9)

for t ∈ [0, t1],

f̃2(t, u1, u2, u3) = −u2u3 + t2 −
6

5
t+

33

25
,

f̃3(t, u1, u2, u3) = −u1 +
11

4
t2 −

71

20
t+

8

5

(7.10)

for t ∈ [t1, t3] (these equations have the same form on [t1, t2] and [t2, t3]), and

f̃2(t, u1, u2, u3) = u2u3 − t2 +
6

5
t+

17

25
,

f̃3(t, u1, u2, u3) = −u1 +
11

4
t2 −

71

20
t+

8

5

(7.11)

for t ∈ [t3, 1]. Hence, system (2.4) corresponding to (7.1) has the form

u0i(t) = f̃i(t, u1(t), u2(t), u3(t)), i = 1, 2, 3, t ∈ [tk−1, tk], ≤ 1 ≤ k ≤ 4, (7.12)

with (f̃i)
3

i=1
given by the respective equalities (7.8)–(7.11), and we pass from (7.1), (7.4) to problem (7.12), (7.4).

In order to apply the procedures described above, it is necessary to choose suitable domains and check the

conditions. We now choose the sets Ω0, Ω1, . . . ,Ω4 in (3.4) as follows:

Ω0 =
�

(u1, u2, u3) : 0.5 ≤ u1 ≤ 0.7, −0.6 ≤ u2 ≤ −0.3, −0.95 ≤ u3 ≤ −0.6
 

,

Ω1 =
�

(u1, u2, u3) : −0.1 ≤ u1 ≤ 0.1, −0.3 ≤ u2 ≤ −0.1, −0.75 ≤ u3 ≤ −0.5
 

,

Ω2 =
�

(u1, u2, u3) : −0.5 ≤ u1 ≤ −0.25, −0.1 ≤ u2 ≤ 0.1, −0.5 ≤ u3 ≤ −0.3
 

, (7.13)

Ω3 =
�

(u1, u2, u3) : −0.55 ≤ u1 ≤ −0.3, 0.3 ≤ u2 ≤ 0.5, −0.1 ≤ u3 ≤ 0.1
 

,

Ω4 =
�

(u1, u2, u3) : −0.3 ≤ u1 ≤ −0.1, 0.5 ≤ u2 ≤ 0.7, 0.1 ≤ u3 ≤ 0.3
 

.
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Table 1

Exact Values of the Parameters of Solution (7.5) and Their Computed Approximations

u∗ m = 0 m = 1 m = 2 m = 3

z
(0)
1 0.6 0.5987479750 0.5999603161 0.6000012161 0.5999999745

z
(0)
2 –0.4 –0.4025198245 –0.4000793836 –0.3999975678 –0.4000000510

z
(0)
3 –0.8 –0.7704273551 –0.8000737079 –0.7999810861 –0.8000000219

z
(1)
2 –0.2 –0.2020709807 –0.2001071216 –0.199996485 –0.2000000620

z
(1)
3 –0.6 –0.5684050181 –0.6000878738 –0.5999800574 –0.6000000464

z
(2)
1 –0.38 –0.3838828957 –0.3801569730 –0.3799948547 –0.3800000942

z
(2)
3 –0.4 –0.3700284637 –0.3999682608 –0.3999842474 –0.3999999656

z
(3)
1 –0.48 –0.4842219409 –0.4800381441 –0.4799998221 –0.4800000226

z
(3)
2 0.4 0.3967271760 0.4000262560 0.3999978194 0.4000000159

z
(4)
1 –0.2 –0.2025151122 –0.2000954038 –0.1999968834 –0.2000000586

z
(4)
2 0.6 0.5987479750 0.5999603161 0.6000012161 0.5999999745

z
(4)
3 0.2 0.1987479750 0.1999603161 0.2000012161 0.1999999745

t1 0.2 0.1988295851 0.1999917615 0.2000000919 0.1999999900

t2 0.4 0.4003180698 0.4001083934 0.3999957228 0.4000000506

t3 0.8 0.7979815572 0.8000579299 0.7999969454 0.8000000377

This choice is motivated by the fact that the zero-order approximate determining system (i.e., (6.2), (6.3) with

m = 0) has roots lying in these sets; see the second column in Table 1. In Figs. 1a–c, we illustrate the plots of

the zero-order approximation U0 = (U0i)
3
i=1. Recall that, in order to obtain this approximation, we use solely

functions (5.1), and no iterations have been carried out yet. We see that this piecewise linear function provides

quite reasonable approximate values of the parameters (in particular, of the times t1, t2, and t3 ). In general,

the quality of approximation by U0 increases with the number of equations (equal to the number of intermediate

nodes).

Given sets (7.13), it is necessary to verify the conditions of Section 4 on the corresponding sets Ω0,1, . . . ,Ω3,4

defined according to (3.6). For this purpose, we use Remark 4.3 and choose suitable parallelepipeds Ω
(k) ⊃

Ωk−1,k, k = 1, . . . , 4 :

Ω
(1) :=

�

(u1, u2, u3) : −0.1 ≤ u1 ≤ 0.7, −0.6 ≤ u2 ≤ −0.1, −0.95 ≤ u3 ≤ −0.5
 

,

Ω
(2) :=

�

(u1, u2, u3) : −0.5 ≤ u1 ≤ 0.1, −0.3 ≤ u2 ≤ 0.1, −0.75 ≤ u3 ≤ −0.3
 

,

Ω
(3) :=

�

(u1, u2, u3) : −0.55 ≤ u1 ≤ −0.25, −0.1 ≤ u2 ≤ 0.5, −0.5 ≤ u3 ≤ 0.1
 

,

Ω
(4) :=

�

(u1, u2, u3) : −0.55 ≤ u1 ≤ −0.1, 0.3 ≤ u2 ≤ 0.7, −0.1 ≤ u3 ≤ 0.3
 

.

(7.14)
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(a) (b)

(c)

Fig. 1. Zero-order approximation: (a) first component, (b) second component, (c) third component.

We now verify conditions (4.9) on the sets

O
%(k)

(Ω(k)), k = 1, . . . , 4.

To do this, it is necessary to choose the vectors %
(1), . . . , %(4) . Thus, e.g., we can set

%
(1) = col(0.2, 0.2, 0.2), %

(2) = %
(1),

%
(3) = col(0.6, 0.2, 0.3), %

(4) = col(0.3, 0.2, 0.2).

(7.15)
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Hence, according to (3.8), it follows from (7.14) that

O
%(1)

(Ω(1)) =
�

(u1, u2, u3) : −0.3 ≤ u1 ≤ 0.9, −0.8 ≤ u2 ≤ 0.1, −1.15 ≤ u3 ≤ −0.3
 

,

O
%(2)

(Ω(2)) =
�

(u1, u2, u3) : −0.7 ≤ u1 ≤ 0.3, −0.5 ≤ u2 ≤ 0.3, −0.95 ≤ u3 ≤ −0.1
 

,

(7.16)

O
%(3)

(Ω(3)) =
�

(u1, u2, u3) : −1.15 ≤ u1 ≤ 0.35, −0.3 ≤ u2 ≤ 0.7, −0.8 ≤ u3 ≤ 0.4},

O
%(4)

(Ω(4)) =
�

(u1, u2, u3) : −0.85 ≤ u1 ≤ 0.2, 0.1 ≤ u2 ≤ 0.9, −0.3 ≤ u3 ≤ 0.5
 

.

The direct computation performed by using (7.8)–(7.11) shows that the Lipschitz condition (4.5) for f̃ holds

on O
%(1)

(Ω(1)), . . . ,O
%(4)

(Ω(4)), respectively, with the matrices

K1 =

0

B

B

B

@

0 1.15 0.8

0 1.15 0.8

1 0 0

1

C

C

C

A

, K2 =

0

B

B

B

@

0 0.95 0.5

0 0.95 0.5

1 0 0

1

C

C

C

A

,

K3 =

0

B

B

B

@

0 0.8 0.7

0 0.8 0.7

1 0 0

1

C

C

C

A

, K4 =

0

B

B

B

@

0 0.5 0.9

0 0.5 0.9

1 0 0

1

C

C

C

A

.

(7.17)

Thus, taking into account the rough approximations of t1, t2, and t3 obtained in the zero-order step (the sec-

ond column of Table 1), we can assume, e.g., that the following bounds hold for regions (6.8), where it is necessary

to find more precise values of these variables:

T−

1 ≤ t1 ≤ T+
1 , T−

2 ≤ t2 ≤ T+
2 , T−

3 ≤ t3 ≤ T+
3 , (7.18)

where

T−

1 := 0.15, T+
1 := 0.25, T−

2 := 0.35,

T+
2 := 0.45, T−

3 := 0.75, T+
3 := 0.85.

(7.19)

Under assumption (7.18), it follows from (7.17) that

r(K1) ≈ 1.6383 <
40

3
=

10

3T+
1

,

r(K2) ≈ 1.3268 <
100

9
=

10

3(T+
2 − T−

1 )
,

r(K3) ≈ 1.3274 <
20

3
=

10

3(T+
3 − T−

2 )
,

r(K4) ≈ 1.2311 <
40

3
=

10

3(1− T−

3 )
,
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Table 2

Meaning of the Parameters in the Analyzed Example

z
(0)
1 z

(0)
2 z

(0)
3 z

(1)
2 z

(1)
3 z

(2)
1 z

(2)
3 z

(3)
1 z

(3)
2 z

(4)
1 z

(4)
2 z

(4)
3

u1(0) u2(0) u3(0) u2(t1) u3(t1) u1(t2) u3(t2) u1(t3) u2(t3) u1(1) u2(1) u3(1)

which means that conditions (6.10) are satisfied. Furthermore, in view of (4.4), we get

%(1) =

0

B

B

@

0.2

0.2

0.2

1

C

C

A

>
T+
1

4
δ[0,T+

1 ],O
%
(1) (Ω

(1))(f̃) ≈
0.25

4

0

B

B

@

2.6475

1.2725

1.9156

1

C

C

A

≈

0

B

B

@

0.1655

0.0795

0.1197

1

C

C

A

,

%(2) =

0

B

B

@

0.2

0.2

0.2

1

C

C

A

>
T+
2 − T−

1

4
δ[T−

1 ,T
+
2 ],O

%
(2) (Ω

(2))(f̃) =
0.3

4

0

B

B

@

2.59

0.94

1.57

1

C

C

A

=

0

B

B

@

0.19425

0.0705

0.11775

1

C

C

A

,

%(3) =

0

B

B

@

0.6

0.2

0.3

1

C

C

A

>
T+
3 − T−

2

4
δ[T−

2 ,T
+
3 ],O

%
(3) (Ω

(3))(f̃) ≈
0.5

4

0

B

B

@

3.59

0.9025

1.7401

1

C

C

A

≈

0

B

B

@

0.4488

0.1128

0.2175

1

C

C

A

,

%(4) =

0

B

B

@

0.3

0.2

0.2

1

C

C

A

>
1− T−

3

4
δ[T−

3 ,1],O
%
(4) (Ω

(4))(f̃) ≈
0.25

4

0

B

B

@

1.9575

0.8575

1.3656

1

C

C

A

≈

0

B

B

@

0.1223

0.0536

0.0854

1

C

C

A

.

This means that conditions (6.9) are satisfied.

Thus, taking into account the observation made in Section 6, we conclude that the scheme based on Theo-

rems 5.1–5.4 is applicable provided that inequalities (7.18) are true for t1, t2, and t3 . Note that, as shown by the

numerical results, the true values of these variables indeed satisfy estimates (7.18). This situation is generic: when

using this kind of computational schemes, it is always natural to choose the sets in conditions after getting some

knowledge of where we are going to find the values of unknowns in the course of computation.

The scheme is now implemented as follows: We use equalities (5.1), (5.2) to construct the corresponding

functions

u(k)m

�

·, z(k−1), z(k), tk−1, tk
�

: [tk−1, tk] → R
3, 1 ≤ k ≤ 4, m ≥ 0. (7.20)

These functions depend on the 12 scalar parameters listed in Table 2 and on the unknown times t1, t2, and t3.

By Theorem 5.1, functions (7.20) form convergent sequences as m → ∞.

Note that, according to Section 5, the function u
(k)
m

�

·, z(k−1), z(k), tk−1, tk
�

is an approximation to the solution

of the k th auxiliary two-point problem (3.2), (3.3) on the respective subintervals [tk−1, tk], 1 ≤ k ≤ 4. For this

example, system (3.2), (3.3) means the following four problems:
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Equation (7.12) on [0, t1] with f̃1 from (7.8) and f̃2 and f̃3 from (7.9) under the conditions

u1(0) = z
(0)
1 , u2(0) = z

(0)
2 , u3(0) = z

(0)
3 ,

u1(t1) = 0, u2(t1) = z
(1)
2 , u3(t1) = z

(1)
3 ;

(7.21)

Equation (7.12) on [t1, t2] with f̃1 from (7.8) and f̃2 and f̃3 from (7.10) under the conditions

u1(t1) = 0, u2(t1) = z
(1)
2 , u3(t1) = z

(1)
3 ,

u1(t2) = z
(2)
1 , u2(t2) = 0, u3(t2) = z

(2)
3 ;

(7.22)

Equation (7.12) on [t2, t3] with f̃1 from (7.8) and f̃2 and f̃3 from (7.10) under the conditions

u1(t2) = z
(2)
1 , u2(t2) = 0, u3(t2) = z

(2)
3 ,

u1(t3) = z
(3)
1 , u2(t3) = z

(3)
2 , u3(t3) = 0;

(7.23)

Equation (7.12) on [t3, 1] with f̃1 from (7.8) and f̃2 and f̃3 from (7.11) under the conditions

u1(t3) = z
(3)
1 , u2(t3) = z

(3)
2 , u3(t3) = 0,

u1(1) = z
(4)
1 , u2(1) = z

(4)
2 , u3(1) = z

(4)
3 .

(7.24)

However, the auxiliary problems (7.21)–(7.24) are not directly treated in the course of computations, which

involves only functions (7.20). The approximate solutions of the given problem (7.1), (7.4) are constructed, on the

respective subintervals, in the form

Um(t) := u(k)m

�

t, z(k−1), z(k), tk−1, tk
�

, t ∈ [tk−1, tk], k = 1, . . . , 4,

where m is fixed and z(j), j = 0, . . . , 4, are vectors of the form (5.19) satisfying the m th approximate determining

system (6.2), (6.3):

z(k) − z(k−1)
−

tk
Z

tk−1

f̃
�

s, u(k)m (s, z(k−1), z(k), tk−1, tk
�

ds = 0, k = 1, 2, . . . , 4,

�

u
(1)
1 (0, z(0), z(1), 0, t0)

�2
−

�

u
(4)
2 (1, z(3), z(4), t3, 1)

�2
= 0,

(7.25)

u
(1)
2 (0, z(0), z(1), 0, t0)u

(4)
3 (1, z(3), z(4), t3, 1) = −

2

25
,

u
(1)
1 (0, z(0), z(1), 0, t0)− u

(4)
3 (1, z(3), z(4), t3, 1) =

2

5
.
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(a) (b)

(c)

Fig. 2. Exact solution (solid line) and the third approximation: (a) first component, (b) second component, (c) third component.

In order to determine the values of the parameters in step m, equations (7.25) are numerically solved for

z(j) ∈ Ωj , j = 0, . . . , 4, and ti ∈ [T−

i , T+
i ], i = 1, 2, 3. An initial hint for the region where the roots should be

sought is obtained by using the zero-order approximation (m = 0), whose plots are shown in Figs. 1a–c. We have

used the Maple-14 software to perform all necessary computations.

The numerical values of the 15 unknown parameters obtained from (7.25) for the first three steps of the iterative

process are shown in Table 1. We see that the approximate values in the third iteration are very close to the exact

values.

The plots of the respective components of the exact solution (7.5) and the approximate
⇥

(1,−1; t1), (−1, 1; t2),

(−1, 1; t3)
⇤

solution U3 = (U3i)
3
i=1 of problem (7.1), (7.4) corresponding to the numerical values from Table 1

are shown in Figs. 2a–c. The curves corresponding to the subintervals [tk−1, tk], k = 1, . . . , 4, with the values of

t1, t2, and t3 computed in the third step are plotted by using different symbols.
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1 Introduction

The present note deals with parametrisation techniques for constructive investigation of
boundary value problems and its purpose is to provide a justification of the polynomial version
of the method suggested in [14].

We consider the non-local boundary value problem

u′(t) = f (t, u(t)), t ∈ [a, b], (1.1)

φ(u) = γ, (1.2)

where φ : C([a, b], R
n) → R

n is a non-linear vector functional, f : [a, b]× R
n
→ R

n is continu-
ous in a certain bounded set, and γ ∈ R

n is a given vector.
By a solution of the problem (1.1), (1.2) we understand a continuously differentiable vector

function with property (1.2) satisfying (1.1) everywhere on [a, b].

BCorresponding author. Email: ronto@math.cas.cz

https://doi.org/10.14232/ejqtde.2018.1.59
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The idea of our approach (see, e. g., [14, 16, 17]) is based on the reduction (1.1), (1.2) to a

family of simpler auxiliary problems with two-point linear separated conditions at a and b:

u(a) = ξ, u(b) = η, (1.3)

where ξ and η are unknown parameters. By doing so, one can use in the non-local case the

techniques adopted to two-point problems [14].

2 Notation and preliminary results

In order to use the reduction to two-point problems (1.1), (1.3), we need some results from

[14]. The study of problems (1.1), (1.3) in [14] is based on properties of the iteration sequence

{um(·, ξ, η) : m ≥ 0} defined as follows:

u0 (t, ξ, η) :=

(

1 −
t − a

b − a

)

ξ +
t − a

b − a
η, (2.1)

um (t, ξ, η) := u0(t, ξ, η) +
∫ t

a
f (s, um−1 (s, ξ, η)) ds

−
t − a

b − a

∫ b

a
f (s, um−1 (s, ξ, η)) ds, t ∈ [a, b], m = 1, 2, . . . (2.2)

Fix certain closed bounded sets D0, D1 in R
n and assume that we are looking for solutions

u of problem (1.1), (1.3) with u(a) ∈ D0 and u(b) ∈ D1. Put

Ω := {(1 − θ)ξ + θη : ξ ∈ D0, η ∈ D1, θ ∈ [0, 1]} (2.3)

and, for any ̺ ∈ R
n
+, define the set

Ω̺ := O̺(Ω), (2.4)

where O̺(Ω) :=
⋃

z∈Ω O̺(z) and O̺(ξ) := {ξ ∈ R
n : |ξ − z| ≤ ̺} for any ξ. Here and be-

low, the operations ≤ and |·| are understood componentwise. Set (2.4) is a componentwise

̺-neighbourhood of Ω.

Introduce some notation. Given a domain D ⊂ R
n, we write f ∈ LipK(D) if K is an n × n

matrix with non-negative entries and the inequality

| f (t, u)− f (t, v)| ≤ K |u − v| (2.5)

holds for all {u, v} ⊂ D and t ∈ [a, b] . We also put

δ[a,b],D( f ) := sup
(t,x)∈[a,b]×D

f (t, x)− inf
(t,x)∈[a,b]×D

f (t, x). (2.6)

The computation of the greatest and least lower bounds for vector functions is understood in

the componentwise sense.

The following statement is a combination of Proposition 1 and Theorem 3 from [14].

Theorem 2.1 ([14]). Let there exist a non-negative vector ̺ satisfying the inequality

̺ ≥
b − a

4
δ[a,b],Ω̺

( f ). (2.7)

Assume, furthermore, that there exists a non-negative matrix K such that

r(K) <
10

3(b − a)
(2.8)

and f ∈ LipK(Ω̺). Then, for all fixed (ξ, η) ∈ D0 × D1:



194

Parametrisation for boundary value problems with transcendental non-linearities 3

1. For every m, the function um(·, ξ, η) satisfies the two-point separated boundary conditions (1.3)

and

{um(t, ξ, η) : t ∈ [a, b]} ⊂ Ω̺.

2. The limit

u∞ (t, ξ, η) = lim
m→∞

um(t, ξ, η) (2.9)

exists uniformly in t ∈ [a, b]. The function u∞(·, ξ, η) satisfies the two-point conditions (1.3).

3. The function u∞ (·, ξ, η) is a unique solution of the integral equation

u(t) = ξ +
∫ t

a
f (s, u(s))ds −

t − a

b − a

∫ b

a
f (s, u(s))ds +

t − a

b − a
(η − ξ) , t ∈ [a, b], (2.10)

or, equivalently, of the Cauchy problem

u′(t) = f (t, u(t)) +
1

b − a
∆(ξ, η), t ∈ [a, b],

u (a) = ξ,

(2.11)

where ∆ : D0 × D1 → R
n is a mapping given by the formula

∆(ξ, η) := η − ξ −
∫ b

a
f (s, u∞ (s, ξ, η))ds. (2.12)

4. The following error estimate holds:

|u∞ (t, ξ, η)− um (t, ξ, η)| ≤
10

9
α1(t)K

m
∗ (1n − K∗)

−1 δ[a,b],Ω̺
( f ), (2.13)

for any t ∈ [a, b] and m ≥ 0, where

K∗ :=
3

10
(b − a)K (2.14)

and

α1(t) := 2 (t − a)

(

1 −
t − a

b − a

)

, t ∈ [a, b]. (2.15)

In (2.13) and everywhere below, the symbol 1n stands for the unit matrix of dimension n.

Theorem 2.2 ([14, Proposition 8]). Under the assumption of Theorem 2.1, the function u∞ (·, ξ, η) :

[a, b]× D0 × D1 → R
n defined by (2.9) is a solution of problem (1.1), (1.2) if and only if the pair of

vectors (ξ, η) satisfies the system of 2n equations

∆(ξ, η) = 0, (2.16)

φ(u∞ (·, ξ, η)) = γ, (2.17)

where ∆ is given by (2.12).

Equations (2.16), (2.17) are usually referred to as determining equations because their roots

determine solutions of the original problem. This system, in fact, determines all possible

solutions of the original boundary value problem the graphs of which are contained in the

region under consideration.
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Theorem 2.3 ([14, Theorem 9]). Let f ∈ LipK(Ω̺) with a certain ̺ satisfying (2.7) and K such that

(2.8) holds. Then:

1. if there exists a pair of vectors (ξ, η) ∈ D0 × D1 satisfying (2.16), (2.17), then the non-local

problem (1.1), (1.2) has a solution u(·) such that

{u(t) : t ∈ [a, b]} ⊂ Ω̺ (2.18)

and u(a) = ξ, u(b) = η;

2. if problem (1.1), (1.2) has a solution u(·) such that (2.18) holds and u(a) ∈ D0, u(b) ∈ D1,

then the pair (u(a), u(b)) is a solution of system (2.16), (2.17).

The solvability of the determining system (2.16), (2.17) can be analysed by using its mth

approximate version

η − ξ −
∫ b

a
f (s, um (s, ξ, η))ds = 0, (2.19)

φ(um (·, ξ, η)) = γ, (2.20)

where m is fixed, similarly to [10,12,13,15]. Equations (2.19), (2.20), in contrast to (2.16), (2.17),

involve only terms which are obtained in a finite number of steps.

The explicit computation of functions (2.2) (and, as a consequence of this, the construc-

tion of equations (2.19), (2.20)) may be difficult or impossible if the expression for f involves

complicated non-linearities with respect to the space variable, which causes problems with

symbolic integration. In order to facilitate the computation of um (·, ξ, η), m ≥ 0, one can use a

polynomial version of the iterative scheme (2.2), in which the results of iteration are replaced by

suitable interpolation polynomials before passing to the next step. This scheme is described

below.

3 Some results from interpolation theory

Recall some results of the theory of approximations [2, 3, 6]. In a similar situation, we have

used these facts in [11].

Denote by Pq a set of all polynomials of degree not higher than q, q ≥ 1, on [a, b]. For

any continuous function y : [a, b] → R, there exists a unique polynomial p∗q ∈ Pq, for which

maxt∈[a,b] |y(t)− p∗q(t)| = Eq(y), where

Eq(y) := inf
p∈Pq

max
t∈[a,b]

|y(t)− p(t)|. (3.1)

This p∗q is the polynomial of the best uniform approximation of y in Pq and the number Eq(y) is

called the error of the best uniform approximation.

For a given continuous function y :[a, b] → R and a natural number q, denote by Lqy the

Lagrange interpolation polynomial of degree q such that

(Lqy)(ti) = y(ti), i = 1, 2, . . . , q + 1, (3.2)

where

ti =
b − a

2
cos

(2i − 1)π

2 (q + 1)
+

a + b

2
, i = 1, 2, . . . , q + 1, (3.3)

are the Chebyshev nodes translated from (−1, 1) to the interval (a, b) (see, e. g., [7]).
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Proposition 3.1 ([7, p. 18]). For any q ≥ 1 and a continuous function y : [a, b] → R, the correspond-

ing interpolation polynomial (3.2) constructed with the Chebyshev nodes (3.3) admits the estimate

∣

∣y(t)− (Lqy)(t)
∣

∣ ≤

(

2

π
ln q + 1

)

Eq(y), t ∈ [a, b] . (3.4)

Recall that the modulus of continuity [5, p. 116] of a continuous function y : [a, b] → R is the

function δ 7→ ω(y; δ), where

ω(y; δ) := sup{|y(t)− y(s)| : {t, s} ⊂ [a, b], |t − s| ≤ δ} (3.5)

for all positive δ. Note that ω(y; ·) is a continuous non-decreasing function on (0, ∞). A

function y is uniformly continuous if and only if limδ→0 ω(y; δ) = 0 [5, p. 131].

Proposition 3.2 (Jackson’s theorem; [6, p. 22]). If y ∈ C([a, b] , R), q ≥ 1, then

Eq(y) ≤ 6 ω
(

y;
b − a

2q

)

. (3.6)

A function y : [a, b] → R is said to satisfy the Dini–Lipschitz condition (see, e. g., [3, p. 50])

if its modulus of continuity has the property

lim
δ→0

ω(y; δ) ln δ = 0.

It follows from (3.6) that

lim
q→∞

Eq(y) ln q = 0 (3.7)

for any y satisfying the Dini–Lipschitz condition. In view of (3.4), equality (3.7) ensures the

uniform convergence of Lagrange interpolation polynomials at Chebyshev nodes for this class

of functions. In particular, every α-Hölder continuous function [a, b] → R with α > 0 satisfies

the Dini–Lipschitz condition.

4 Polynomial successive approximations

Rewrite (2.2) in the form

um (t, ξ, η) = u0(t, ξ, η) + (ΛN f um−1(·, ξ, η)])(t), t ∈ [a, b], m = 1, 2, . . . , (4.1)

where Λ is the linear operator in the space of continuous functions defined by the formula

(Λy) (t) :=
∫ t

a
y(s)ds −

t − a

b − a

∫ b

a
y(s)ds, t ∈ [a, b], (4.2)

and N f is the Nemytskii operator generated by the non-linearity from (1.1),

(N f y) (t) := f (t, y(t)), t ∈ [a, b], (4.3)

for any continuous y : [a, b] → R
n.

Fix a natural number q and extend the notation Lqy to vector functions by putting

Lqy := col(Lqy1, Lqy2, . . . , Lqyn) (4.4)
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for any continuous y : [a, b] → R
n. In (4.4), Lqyi is the qth degree interpolation polynomial for

yi at the Chebyshev nodes (3.3). By analogy to (4.4), put

Eqy = col(Eqy1, Eqy2, . . . , Eqyn). (4.5)

If D ⊂ R
n is a closed domain and f : [a, b]× D → R

n, put

lq,D( f ) :=

(

2

π
ln q + 1

)

sup
p∈Pq+1,D

Eq(N f p), (4.6)

where

Pq,D :=
{

u : u ∈ Pn
q , u([a, b]) ⊂ D

}

(4.7)

with Pn
q := Pq × · · · × Pq. The second multiplier in (4.6) is the least upper bound of errors

of best uniform approximations of the functions obtained by substitution into the right-hand

side of equation (1.1) of vector polynomials of degree ≤ q + 1 with values in D.

Introduce now a modified iteration process keeping formula (2.1) for u0(·, ξ, η):

v
q
0 (·, ξ, η) := u0(·, ξ, η) (4.8)

and replacing (4.1) by the formula

v
q
m (t, ξ, η) := u0(t, ξ, η) + (ΛLqN f v

q
m−1 (·, ξ, η))(t), t ∈ [a, b], m = 1, 2, . . . (4.9)

For any q ≥ 1, formula (4.9) defines a vector polynomial v
q
m (·, ξ, η) of degree ≤ q + 1 (in

particular, all these functions are continuously differentiable), which, moreover, satisfies the

two-point boundary conditions (1.3). The coefficients of the interpolation polynomials depend

on the parameters ξ and η.

Similarly to (4.1), functions (4.9) can also be used to study the auxiliary problems (1.1),

(1.3).

Let H
β
k , where k ∈ R

n
+, ki ≥ 0, 0 < βi ≤ 1, i = 1, 2, . . . , n, be the set of vector functions

y : [a, b] → R
n satisfying the Hölder conditions

|yi(t)− yi(s)| ≤ ki|t − s|βi (4.10)

for all {t, s} ⊂ [a, b], i = 1, 2, . . . , n. Now we can state the “polynomial” version of Theorem 2.1.

Theorem 4.1. Let there exist a non-negative vector ̺ such that

̺ ≥
b − a

4

(

δ[a,b],Ω̺
( f ) + 2lq,Ω̺

( f )
)

(4.11)

and f ∈ LipK(Ω̺) with a certain matrix K satisfying (2.8). Furthermore, let there exist vectors c and

β with ci ≥ 0, 0 < βi ≤ 1, i = 1, 2, . . . , n, such that

f (·, ξ) ∈ H
β
c (4.12)

for all fixed ξ ∈ Ω̺. Then, for all fixed (ξ, η) ∈ D0 × D1:

1. For any m ≥ 0, q ≥ 1, the function v
q
m (·, ξ, η) is a vector polynomial of degree q + 1 having

values in Ω̺ and satisfying the two-point conditions (1.3).
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2. The limits

v
q
∞ (·, ξ, η) := lim

m→∞
v

q
m (·, ξ, η) , v∞ (·, ξ, η) := lim

q→∞
v

q
∞ (·, ξ, η) (4.13)

exist uniformly on [a, b]. Functions (4.13) satisfy conditions (1.3).

3. The estimate

∣

∣u∞ (t, ξ, η)− v
q
m (·, ξ, η)

∣

∣ ≤
10

9
α1(t)K

m
∗ (1n − K∗)

−1 (δ[a,b],Ω̺
( f ) + lq,Ω̺

( f )
)

(4.14)

holds for any t ∈ [a, b], m ≥ 0, q ≥ 1, where K∗ and α1 are given by (2.14), (2.15).

The proof of this theorem is given in Section 5.1. Note that v∞ coincides with u∞ appearing

in Theorems 2.1 and 2.2.

Similarly to (2.19), (2.20), in order to study the solvability of the determining system (2.16),

(2.17), one can use its mth approximate polynomial version

η − ξ =
∫ b

a
(LqN f v

q
m (·, ξ, η))(s)ds, (4.15)

φ(v
q
m (·, ξ, η)) = γ, (4.16)

which can be regarded as an approximate version of (2.19), (2.20). If (ξ̂, η̂) is a root of (4.15),

(4.16) in a particular region, then the function

U
q
m(t) := v

q
m

(

t, ξ̂, η̂
)

, t ∈ [a, b], (4.17)

provides the mth polynomial approximation to a solution of the original problem with the corre-

sponding localisation of initial data. Of course, system (2.19), (2.20) may have multiple roots;

in such cases, these roots determine different solutions.

It should be noted that, under conditions of Theorem 4.1, the function N f v
q
m−1 (·, ξ, η)) ap-

pearing in (4.9) always satisfies the Dini–Lipschitz condition and, therefore, the corresponding

interpolation polynomials at Chebyshev nodes uniformly converge to it as q grows to ∞. This

follows from Lemma 5.1 of the next section.

Condition (4.11) on ̺ assumed in Theorem 4.1 is stronger than (2.7) of Theorem 2.1 due to

the presence of an additional positive term on the right-hand side. A stronger version of (2.7)

is needed in order to ensure that the values of iterations do not escape from the set where

the Lipschitz condition on f is assumed, for which purpose (2.7) is sufficient in the case of

iterations (2.1), (2.2).

The value Eq(N f p), where p ∈ Pq+1, appearing in (4.6) essentially depends on the char-

acter of the non-linearity f . In particular, if f is linear, then Eq(N f p) is the error of the best

uniform approximation of a polynomial of degree ≤ q + 1 by polynomials of degree ≤ q.

In spite of the presence of an additional expression in (4.11), for which the theorem does

not provide explicit estimates, one may however say that, technically, it is (2.7) that plays the

most important role here because the extra term is due to the polynomial approximation, the

quality of which grows with q. One can treat this in a different way as follows. Instead of

assuming condition (4.11), let us suppose that there exists a non-negative vector ̺ such that

̺ ≥
b − a

4

(

δ[a,b],Ω̺
( f ) + r

)

(4.18)
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with a certain strictly positive vector r. Put

w0 (·, ξ, η) := u0(·, ξ, η), (4.19)

wm (t, ξ, η) := u0(t, ξ, η) + (ΛLqm N f wm−1 (·, ξ, η))(t), t ∈ [a, b], m = 1, 2, . . . (4.20)

where {qm : m ≥ 1} ⊂ N; the choice of this sequence will be discussed below. The condition

(2.8) on the maximal in modulus eigenvalue of the Lipschitz matrix K for f in (1.1) is left

intact.

Repeating almost word for word the argument from the proof of Theorem 4.1 (see Sec-

tion 5.1), we find that the sequence {wm(·, ξ, η) : m ≥ 0} defined according to (4.19), (4.20)

converges to the same limit as {um(·, ξ, η) : m ≥ 0} given by (4.1) provided that

sup
ξ∈D0, η∈D1

sup
m≥1

( 2

π
ln qm + 1

)

Eqm(N f w
qm

m−1(·, ξ, η)) ≤
1

2
r, (4.21)

where r is the vector appearing in (4.18). Although (4.21) involves the members of sequence

(4.19), (4.20), other assumptions on f (namely, (4.12) and the Lipschitz condition in the space

variable) and Jackson’s theorem (Proposition 3.2) guarantee that, given any value of r in (4.18),

the corresponding condition (4.21) can always be satisfied by choosing q1, q2, . . . appropriately.

This means that the following is true.

Proposition 4.2. Under conditions (2.8), (4.12), and (4.18), sequence (4.19), (4.20) uniformly con-

verges provided that qm is chosen large enough at every step m.

In that case, sequence (4.19), (4.20) will serve the same purpose as sequence (4.8), (4.9)

under the assumptions of Theorem 4.1.

The argument above relies on the knowledge of smallness of the related term appearing on

the left-hand side of (4.21). It is however natural to expect that such quantities should diminish

if the number of nodes gets larger. To see this, let us now assume conditions somewhat

stronger than those of Theorem 4.1.

Assume that, instead of (2.8), the matrix K appearing in the inclusion f ∈ LipK(Ω̺) satis-

fies the condition

r(K) <
2

b − a
. (4.22)

Theorem 4.3. Let there exist a non-negative vector ̺ and positive vector r such that (4.18) holds and

f ∈ LipK(Ω̺) with K satisfying (4.22). Assume that f (·, ξ) is Lipschitzian with some constant vector

c for all fixed ξ ∈ Ω̺. Then the iteration process (4.19), (4.20) can be made convergent by choosing

qm = q, r = 1, 2, . . . , with q sufficiently large.

In other words, under conditions of Theorem 4.3, the iteration process (4.19), (4.20) reduces

to (4.8), (4.9) with q large enough.

5 Proofs

5.1 Proof of Theorem 4.1

We shall use several auxiliary statements formulated below.
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Lemma 5.1. Let D ⊂ R
n and f : [a, b]× D → R

n be a function satisfying condition (4.12) on D

with certain vectors c and β = (βi)
n
i=1, 0 < βi ≤ 1, i = 1, 2, . . . , n. Let f ∈ LipK(D) with a certain

n × n matrix K with non-negative entries. If u ∈ H
β̃
c̃ with β̃ = (β̃i)

n
i=1, 0 < β̃i ≤ 1, i = 1, 2, . . . , n,

then

N f u ∈ H
µ
Kc̃+c, (5.1)

where µ := min{β, β̃}.

Proof. Assume that u ∈ H
β̃
c̃ and the values of u lie in D. For the sake of brevity, introduce the

notation tβ := col(tβ1 , tβ2 , . . . , tβn) for any t ∈ [a, b]. Using (4.12) and the Lipschitz condition

for f , we obtain

∣

∣(N f u) (t)− (N f u)(s)
∣

∣ = | f (t, u(t))− f (t, u(s)) + f (t, u(s))− f (s, u(s))|

≤ K |u(t)− u(s)|+ c |t − s|β

≤ Kc̃ |t − s|β̃ + c |t − s|β

≤ (Kc̃ + c) |t − s|µ

with µ = min{β, β̃}, i. e., the function N f u satisfies a condition of form (4.10), which proves

relation (5.1).

Let the functions αm : [a, b] → R+, m ≥ 0, be defined by the recurrence relation

α0(t) := 1, (5.2)

αm+1(t) :=

(

1 −
t − a

b − a

)

∫ t

a
αm(s)ds +

t − a

b − a

∫ b

t
αm(s)ds, m = 0, 1, 2, . . . (5.3)

For m = 0, formula (5.3) reduces to (2.15).

Lemma 5.2 ([8, Lemma 3]). For any continuous function y : [a, b] → R , the estimate

∣

∣

∣

∣

∫ t

a

(

y(τ)−
1

b − a

∫ b

a
y(s)ds

)

dτ

∣

∣

∣

∣

≤
1

2
α1(t)

(

max
s∈[a,b]

f (s)− min
s∈[a,b]

f (s)
)

, t ∈ [a, b], (5.4)

holds, where α1(·) is given by (2.15).

Lemma 5.3 ([9, Lemma 3.16]). The following estimates hold for all t ∈ [a, b]:

αm+1(t) ≤
10

9

(

3(b − a)

10

)m

α1(t), m ≥ 0,

αm+1(t) ≤
3

10
(b − a) αm(t), m ≥ 2.

(5.5)

Let us now turn to the proof of Theorem 4.1. Fix ξ ∈ D0, η ∈ D1, q ≥ 1, and put

y
q
m := N f v

q
m (·, ξ, η) (5.6)

for m ≥ 0. We need to show that

{v
q
m(t, ξ, η) : t ∈ [a, b]} ⊂ Ω̺ (5.7)

for any m. Obviously, (5.7) holds if m = 0.
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For m ≥ 1, in view of (2.6), (4.2) and (5.6), Lemma 5.2 yields the componentwise estimates

|(Λy
q
m)(t)| ≤

1

2
α1(t)

(

max
s∈[a,b]

y
q
m(s)− min

s∈[a,b]
y

q
m(s)

)

=
1

2
α1(t)

(

max
s∈[a,b]

f (s, v
q
m (s, ξ, η))− min

s∈[a,b]
f (s, v

q
m (·, ξ, η))

)

≤
1

2
α1(t)δ[a,b],Ω̺

( f )

≤
1

4
(b − a)δ[a,b],Ω̺

( f ) (5.8)

for all t ∈ [a, b]. In (5.8), we have used the equality

max
t∈[a,b]

α1(t) =
1

2
(b − a) (5.9)

which follows directly from (2.15). Furthermore, using relations (5.4), (5.9) and estimate (3.4)

of Proposition 3.1, we obtain

|(Λ(Lqy
q
m−1 − y

q
m−1))(t)| ≤

1

2
α1(t)

(

max
s∈[a,b]

(Lqy
q
m−1(s)− y

q
m−1(s))− min

s∈[a,b]
(Lqy

q
m−1(s)− y

q
m−1(s))

)

≤ α1(t) max
s∈[a,b]

|Lqy
q
m−1(s)− y

q
m−1(s)|

≤
1

2
(b − a)

(

2

π
ln q + 1

)

Eq(y
q
m−1). (5.10)

Combining (5.8) with (5.10) and recalling (4.9), we find

∣

∣v
q
m (t, ξ, η)− v

q
0 (t, ξ, η)

∣

∣ = (ΛLqy
q
m−1)(t)

= (Λy
q
m−1)(t) + (Λ(Lqy

q
m−1 − y

q
m−1))(t)

≤
1

4
(b − a)

(

δ[a,b],Ω̺
( f ) + 2

(

2

π
ln q + 1

)

Eq(y
q
m−1)

)

. (5.11)

For m = 1, (5.11) and condition (4.11) yield

∣

∣v
q
1 (t, ξ, η)− v

q
0 (t, ξ, η)

∣

∣ ≤
1

4
(b − a)

(

δ[a,b],Ω̺
( f ) + 2

(

2

π
ln q + 1

)

Eq(N f u0(·, ξ, η))

)

≤
1

4
(b − a)

(

δ[a,b],Ω̺
( f ) + 2lq,Ω̺

( f )

)

≤ ̺,

which, by virtue of (2.4), shows that (5.7) holds with m = 1. Arguing by induction, we show

that (5.7) holds for any m. The values of every function of sequence (4.9) are thus contained

in Ω̺. Using the Lipschitz condition on f and Proposition 3.1, we get

|(N f um (·, ξ, η))(t)− (LqN f v
q
m (·, ξ, η))(t)|

≤ |(N f um (·, ξ, η))(t)− (N f v
q
m (·, ξ, η))(t)|+ |(N f v

q
m (·, ξ, η))(t)− (LqN f v

q
m (·, ξ, η))(t)|

≤ K|um (t, ξ, η)− v
q
m (t, ξ, η) |+

(

2

π
ln q + 1

)

Eq(N f v
q
m (·, ξ, η)) (5.12)

for all t and m.
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Let us put

(My) (t) :=

(

1 −
t − a

b − a

)

∫ t

a
y(s)ds +

t − a

b − a

∫ b

t
y(s)ds, t ∈ [a, b], (5.13)

for any continuous vector function y. Then, according to (4.1), (4.9), (4.6), and (5.12), we obtain

|um (t, ξ, η)− v
q
m (t, ξ, η) | = |(Λ[N f um−1 (·, ξ, η)− LqN f v

q
m−1 (·, ξ, η)])(t)|

≤ (M |N f um−1 (·, ξ, η)− LqN f v
q
m−1 (·, ξ, η) |)(t)

≤ (M K|um−1 (·, ξ, η)− v
q
m−1 (·, ξ, η) |)(t)

+

(

2

π
ln q + 1

)

Eq(N f v
q
m (·, ξ, η))(Me)(t)

≤ (M K|um−1 (·, ξ, η)− v
q
m−1 (·, ξ, η) |)(t) + lq,Ω̺

( f ) (Me)(t)

for t ∈ [a, b], m ≥ 1, where e = col(1, 1, . . . , 1). In particular,

|u1 (t, ξ, η)− v
q
1 (t, ξ, η) | ≤ lq,Ω̺

( f ) (Me)(t)

= lq,Ω̺
( f )α1(t),

|u2 (t, ξ, η)− v
q
1 (t, ξ, η) | ≤ (M K|u1 (·, ξ, η)− v

q
1 (·, ξ, η) |)(t) + lq,Ω̺

( f ) (Me)(t)

≤ K(Mlq,Ω̺
α1e)(t) + lq,Ω̺

( f )α1(t)

= (Kα2(t) + 1nα1(t)) lq,Ω̺
( f ).

Arguing by induction, we obtain

∣

∣um(t, ξ, η)− v
q
m (t, ξ, η)

∣

∣ ≤ (αm(t)K
m−1 + αm−1(t)K

m−2 + · · ·+ 1nα1(t)) lq,Ω̺
( f ),

where αk, k = 1, 2, . . . , are given by (5.2), (5.3). Estimate (5.5) of Lemma 5.3 now yields

∣

∣um(t, ξ, η)− v
q
m (t, ξ, η)

∣

∣ ≤
10

9
[1n + K∗ + K2

∗ + . . . Km−1
∗ ] α1(t) lq,Ω̺

( f )

with K∗ as in (2.14), whence, due to assumption (2.8),

∣

∣um(t, ξ, η)− v
q
m (t, ξ, η)

∣

∣ ≤
10

9
(1n − K∗)

−1α1(t) lq,Ω̺
( f ). (5.14)

Using (5.14) and estimate (2.13) of Theorem 2.1, we get

∣

∣u∞(t, ξ, η)− v
q
m (t, ξ, η)

∣

∣ ≤ |(u∞(t, ξ, η)− um(t, ξ, η))|+ |(um(t, ξ, η)− v
q
m (t, ξ, η))|

≤
10

9
α1(t)Km

∗ (1n − K∗)
−1 δ[a,b],Ω̺

( f )

+
10

9
(1n − K∗)

−1 α1(t) lq,Ω̺
( f )

=
10

9
α1(t)K

m
∗ (1n − K∗)

−1(δ[a,b],Ω̺
( f ) + lq,Ω̺

( f )), (5.15)

where u∞(·, ξ, η) is a limit function (2.9) of sequence (2.2) (the limit exists by Theorem 2.1). In

view of (2.8) and (2.14), estimate (5.15) shows that sequence (4.8), (4.9) converges to the same

limit.
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5.2 Proof of Theorem 4.3

We shall use the following Ostrowski inequality [4] for Lipschitz continuous functions [1].

Lemma 5.4 ([1]). If y : [a, b] → R, y ∈ H1
c , then

∣

∣

∣

∣

y(t)−
1

b − a

∫ b

a
y(s)ds

∣

∣

∣

∣

≤

(

1

4
+

(

t − 1
2 (a + b)

b − a

)2)

c(b − a) (5.16)

for all t ∈ [a, b].

If y ∈ H1
c , y : [a, b] → R

n, then c in (5.16) is a vector and the inequality is understood

componentwise. Recall that H1
c is the class of functions y satisfying (4.10) with ki = 1, i =

1, 2, . . . , n, i. e., y is Lipschitzian with the vector c.

In view of the observation made after the formulation of Theorem 4.3, we shall consider

sequence (4.8), (4.9).

Fix ξ ∈ D0 and η ∈ D1 and write v
q
m(t) = v

q
m(t, ξ, η) for the sake of brevity. Let us put

c
q
m := max

t∈[a,b]
|v̇

q
m(t)|, m ≥ 0, q ≥ 1, (5.17)

where ˙ = d/dt. In other words, c
q
m is the Lipschitz constant of the polynomial v

q
m (we know

from (4.9) that v
q
m is a polynomial of degree ≤ q + 1, i. e., v

q
m ∈ Pq+1). Thus,

v
q
m ∈ H1

c
q
m

. (5.18)

According to (4.2), (4.9), we have

v̇
q
m−1(t) = u̇0(t) + (LqN f v

q
m−2)(t)−

1

b − a

∫ b

a
(LqN f v

q
m−2)(s)ds. (5.19)

Since, by (2.1),

u̇0(t) =
1

b − a
(η − ξ), (5.20)

it follows from (5.19) and Lemma 5.4 that

|v̇
q
m−1(t)| ≤

1

b − a
|η − ξ|+

(

1

4
+

(

t − 1
2 (a + b)

b − a

)2
)

(b − a)λ
q
m−2, (5.21)

where λ
q
m−2 is the Lipschitz constant (actually, vector) of the vector function N f v

q
m−2.

By assumption, f satisfies condition (4.12) with β = 1. Therefore, by virtue of equality

(5.17) and Lemma 5.1,

N f v
q
m−2 ∈ H1

Kc
q
m−2+c

(5.22)

and, hence,

λ
q
m−2 ≤ Kc

q
m−2 + c. (5.23)

It is easy to check that

max
t∈[a,b]

(2t − a − b)2 = (b − a)2
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and, therefore, combining (5.21) and (5.23), we obtain

|v̇
q
m−1(t)| ≤

1

b − a
|η − ξ|+

1

4

(

1 +

(

2t − a − b)

b − a

)2
)

(b − a)λ
q
m−2

≤
1

b − a
|η − ξ|+

1

2
(b − a)λ

q
m−2

≤
1

b − a
|η − ξ|+

1

2
(b − a)(Kc

q
m−2 + c), (5.24)

whence, due to (5.17),

c
q
m−1 ≤

1

b − a
|η − ξ|+

1

2
(b − a)(Kc

q
m−2 + c). (5.25)

Using (5.25) and arguing by induction, we get

c
q
m−1 ≤ h +

1

2
(b − a)Kh +

1

4
(b − a)2K2h +

1

8
(b − a)3K3h

+ · · ·+
1

2m−2
(b − a)m−2Km−2h +

1

2m−1
(b − a)m−1Km−1c

q
0, (5.26)

where

h :=
1

b − a
|η − ξ|+

1

2
(b − a)c. (5.27)

By (5.20), we have

c
q
0 =

1

2
|η − ξ|

and, therefore, (5.26) implies that

c
q
m−1 ≤ (1 − K0)

−1

(

1

b − a
|η − ξ|+

1

2
(b − a)c

)

+
1

b − a
Km−1

0 |η − ξ|

≤ (1 − K0)
−1

(

1

b − a
d +

1

2
(b − a)c

)

+
1

b − a
Km−1

0 d

≤ (1 − K0)
−1

(

1

b − a
d +

1

2
(b − a)c

)

+
1

b − a
d, (5.28)

where

K0 :=
1

2
(b − a)K

and d is the vector defined componentwise as follows:

d := col

(

sup
ξ∈D0, η∈D1

|η1 − ξ1|, sup
ξ∈D0, η∈D1

|η2 − ξ2|, . . . , sup
ξ∈D0, η∈D1

|ηn − ξn|

)

.

Note that the term at the right-hand side of (5.28) depends neither on m nor on q.

Since λ
q
m−1 denotes the Lipschitz constant of N f v

q
m−1, it follows from Jackson’s theorem

(see [6, Corollary 1.4.2]) and inequality (5.23) that

Eq(N f v
q
m−1) ≤

6

q
λ

q
m−1(b − a)

≤
6

q
(Kc

q
m−1 + c)(b − a), (5.29)
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whence, using (5.28), we obtain

Eq(N f v
q
m−1) ≤

6

q

(

K(1 − K0)
−1

( 1

b − a
d +

1

2
(b − a)c

)

+
1

b − a
d

)

(b − a)

=
6

q

(

K(1 − K0)
−1

(

d +
1

2
(b − a)2c

)

+ d

)

. (5.30)

Recall that we use notation (4.5) for vector functions and the inequalities in (5.29), (5.30) are

componentwise.

Estimate (5.30) implies that, by choosing qm = q, m ≥ 1, with q large enough, we guarantee

the fulfilment of condition (4.21), which, as have already been said, ensures the converegence

of sequence (4.19), (4.20), or, which is the same in this case, of sequence (4.8), (4.9).

6 A numerical example

Let us apply the approach described above to the system of differential equations with tran-

scendental non-linearities

u′
1 (t) = u1(t)u2(t),

u′
2 (t) = − ln (2u1(t)) , t ∈ [0, π/4] ,

(6.1)

considered under the non-linear two-point boundary conditions

(u1(a))2 + (u2(b))
2 =

3

8
, u1(a)u2(b) =

√
2

8
. (6.2)

We have a = 0, b = π/4, f = col( f1, f2),

f1(t, u1, u2) = u1u2, f2(t, u1, u2) = − ln(2u1) (6.3)

and φ(u) = col((u1(a))2 + (u2(b))2 − 3/8, u1(a)u2(b)−
√

2/8) in this case.

Introduce the vectors of parameters ξ = col(ξ1, ξ2), η = col(η1, η2) and, instead of problem

(6.1), (6.2), consider (6.1) under the parametrised boundary conditions (1.3).

Let us choose the sets D0 and D1, where one looks the values u(a) and u(b), e. g., as

follows:

D0 = {(u1, u2) : 0.35 ≤ u1 ≤ 0.75, 0.35 ≤ u2 ≤ 0.55} , D1 = D0. (6.4)

Note that this choice of sets is motivated by the results of computation (it is always useful

to start the computation before trying to check the conditions in order to avoid unnecessary

computations, see Section 6.1).

According to (2.3), it follows from (6.4) that Ω = D0. For ̺ = col(̺1, ̺2), we choose the

value

̺ = col(0.2, 0.4). (6.5)

Then, in view of (6.4), (6.5), set (2.4) has the form

Ω̺ = {(u1, u2) : 0.15 ≤ u1 ≤ 0.95, −0.05 ≤ u2 ≤ 0.95} . (6.6)
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According to (2.6), (6.3), and (6.6),

b − a

4
δ[a,b],Ω̺

( f ) =
π

8

(

max
(t,u)∈[a,b]×Ω̺

f (t, u)− inf
(t,u)∈[a,b]×Ω̺

f (t, u)
)

≈
π

8

(

0.95

1.845826690

)

≈

(

0.1865320638

0.3624272230

)

<

(

0.2

0.4

)

= ̺, (6.7)

which means that, for ̺ given by (6.5), condition (4.18) holds with r1 < 0.013, r2 < 0.037.

Then, by Proposition 4.2, the scheme (4.19), (4.20) is applicable for sufficiently large numbers

of nodes if f is Lipschitzian on Ω̺ with a matrix K satisfying condition (2.8). However, a

direct computation shows that f ∈ LipK(Ω̺) with

K =

(

0.95 0.95

6.7 0

)

, (6.8)

whence, after determining the eigenvalues, we find that (2.8) is satisfied:

r(K) ≈ 3.04222 < 4.24413 ≈
40

3π
=

10

3(b − a)
.

We can now proceed to the construction of approximations. The question on choosing a

suitable value of q we will treat in a heuristic manner and select a certain value according

to the practical experience; for larger, “guaranteed” values of q, the quality of results still

increases.

We thus use the iteration process {v
q
m(·, ξ, η) : m ≥ 0} defined according to equalities (4.8),

(4.9). Using Maple 17, we carry out computations for several values of m at different numbers

of Chebyshev nodes on the interval [a, b].

6.1 Approximations of the first solution

It is easy to verify by substitution that

u∗
1(t) =

1

2
exp

(1

2
sin t

)

, u∗
2(t) =

1

2
cos t (6.9)

is a solution of problem (6.1), (6.2). Let us show how the corresponding approximate solutions

are constructed according to the method indicated above.

Putting, e. g., q = 4, we get the corresponding five Chebyshev nodes (3.3) transformed

from (−1, 1) into interval (a, b):

t1 = 0.7661781024, t2 = 0.6235218106, t3 = 0.3926990817,

t4 = 0.1618763528, t5 = 0.0192200611.

The approximate determining system (4.15), (4.16), by solving which the numerical values

of the parameters determining the approximate solutions are obtained, for this example is

constituted by four scalar non-linear equations with respect to ξ1, ξ2, η1, η2. For m = 0, it has
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the form

η1 − ξ1 = 0.2617993878 η1η2 + 0.1308996940 η1ξ2 + 0.1308996940 ξ1η2

+ 0.2617993878 ξ1ξ2,

η2 − ξ2 = − 0.20638381 ln (0.4122147477 η1 + 1.587785252 ξ1)

− 0.20638383 ln (1.587785252 η1 + 0.4122147477 ξ1)

− 0.065887535 ln (0.0489434837 η1 + 1.951056516 ξ1)

− 0.065887536 ln (1.951056516 η1 + 0.0489434837 ξ1)

− 0.24085543 ln (ξ1 + η1) ,

ξ1η2 = 0.1767766952,

η2
2 + ξ2

1 = 0.375.

(6.10)

Solving (6.10) for ξ1 ∈ (0.45, 0.55), we get the root

ξ1 = 0.5000000003, ξ2 = 0.4910030682, η1 = 0.6966729228, η2 = 0.3535533902, (6.11)

by substituting which into formula (4.8) the zeroth approximation U0 = col(U01, U02) (i. e., func-

tion (4.17) for m = 0) is obtained:

U01(t) = 0.5000000003 + 0.2504117432t, U02(t) = 0.4910030705 − 0.1750063683t. (6.12)

This initial approximation is obtained before any iteration is carried out and is useful as a

source of preliminary information on the localisation of solutions (in particular, the graph of

function (6.12) is a motivation to choose D0, D1 in form (6.4)).

In order to construct higher approximations, we use the frozen parameters simplification

[14], i. e., before passing from step m to step m + 1, we substitute the roots of the mth approxi-

mate determining equation into the formula obtained on step m. In this way, at the expense of

some extra error which tends to zero as m grows, the construction of determining equations

is considerably simplified. Note also that, at every step of iteration carried out according to

(4.8), (4.9), we obtain a polynomial of degree ≤ q + 1.

Constructing the functions v4
m(·, ξ, η) for several values of m and solving the corresponding

approximate determining systems (4.15), (4.16), we obtain the numerical values of the param-

eters presented in Table 6.1. The last row of the table contains the exact values corresponding

to solution (6.9). Since q = 4, all these approximations are polynomials of degree 5; e. g., for

m = 7, it has the form

U4
71(t) ≈ 0.00456 t5

− 0.02668 t4
− 0.02838 t3 + 0.06195 t2 + 0.24987 t + 0.5, (6.13)

U4
72(t) ≈ 0.49982 − 0.0017 t5 + 0.02231 t4

− 0.00062 t3
− 0.24956 t2 + 0.49982. (6.14)

The graphs of the seventh approximation (6.13), (6.14) and of the exact solution (6.9) are

shown on Figure 6.1.
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(a) (b)

Figure 6.1: First solution: q = 4, m = 0, 1, 2, 5, 7, 10.

m ξ1 ξ2 η1 η2

0 0.5000000003 0.4910030682 0.6966729228 0.3535533902

1 0.5000000003 0.4910030705 0.6966729234 0.3535533902

2 0.5000000003 0.4909073352 0.7067944705 0.3535533902

5 0.5000000003 0.4990243859 0.7110836712 0.3535533902

7 0.5000000003 0.4997040346 0.7117894333 0.3535533902

10 0.5000000003 0.4999499916 0.7120202126 0.3535533902

16 0.5000000003 0.4999983385 0.7120583725 0.3535533902

20 0.5000000003 0.4999993608 0.7120592079 0.3535533902

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∞
1
2

1
2 0.7120595095 0.3535533905

Table 6.1: First solution: values of parameters for q = 4.
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m ξ1 ξ2 η1 η2

0 0.5000000003 0.4910340532 0.696681237 0.3535533902

1 0.5000000003 0.4909136731 0.7068092824 0.3535533902

2 0.5000000003 0.4969678528 0.7084223215, 0.3535533902

3 0.5000000003 0.4975642896 0.7104804038 0.3535533902

4 0.5000000003 0.4990270554 0.7110851380 0..3535533902

5 0.50000000039 0.4993503524 0.711592909 0.3535533902

6 0.5000000003 0.4997051246 0.7117900289 0.3535533902

7 0.5000000003 0.4998223937 0.7119239307 0.3535533902

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∞
1
2

1
2 0.7120595095 0.3535533905

Table 6.2: First solution: values of parameters for q = 11.

m ξ1 ξ2 η1 η2

11 0.4999999999 0.4999103564 0.7120195453 0.3535533905

12 0.4999999999 0.4999501433 0.7120195453 0.3535533905

Table 6.3: First solution: values of parameters for q = 17.

For q = 11, the Chebyshev nodes (3.3) on (a, b) have the form

t1 = 0.7820385685, t2 = 0.7555057258, t3 = 0.70424821007, t4 = 0.6317591359,

t5 = 0.5429785144, t6 = 0.4439565976, t7 = 0.3414415658, t8 = 0.242419649,

t9 = 0.1536390274, t10 = 0.0811499534, t11 = 0.0298924377, t12 = 0.0033595951.

Computing several approximations, we get from (4.15), (4.16) the numerical values for the

parameters presented in Table 6.2. Table 6.3 contains the approximate values of parameters

for q = 17 and m ∈ {11, 12}.

6.2 Approximations of the second solution

Choosing different constraints when solving the approximate determining system (4.15), (4.16),

we find that, along with the root from Table 6.1, it has also another root presented in Table 6.4.

It is quite evident from the results of computation that this indicates the existence of another

solution of the boundary value problem (6.1), (6.2), which is different from (6.9).

On Figure 6.2, one can see the graph of approximations to the second solution, while

Figure 6.3 shows the residuals obtained by substituting these approximations into the given

differential system (i. e., the functions t 7→ U′
mk(t)− fk(t, Um(t)), k = 1, 2). We see that, e. g.,

at m = 10, we get a residual of order about 10−5. The computation of 20 approximations

with q = 4 on a standard portable computer with Intel® Core i3-2310M CPU @ 2.10 GHz takes

about 130 seconds.
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(a) (b)

(c) (d)

Figure 6.2: Second solution: q = 4, m = 0, 1, 2, 5, 7, 10, 16, 20.
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(a) (b)

(c) (d)

Figure 6.3: The residuals of approximations to the second solution: q = 4,

m = 1, 2, 5, 7, 10, 16, 20.
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m ξ1 ξ2 η1 η2

0 0.3535533902 0.372879209 0.5012944951 0.5000000003
1 0.3535533902 0.372879209 0.5012944951 0.5000000003
2 0.3535533902 0.3583701009 0.5060832907 0.5000000003
5 0.3535533902 0.360895369 0.5049836277 0.5000000002
7 0.3535533902 0.3606070436 0.5049746944 0.5000000003
10 0.3535533902 0.3605371997 0.504964082 0.5000000003
16 0.3535533902 0.3605333927 0.5049600567 0.5000000003
20 0.3535533902 0.3605332714 0.5049599787 0.5000000003

Table 6.4: Second solution: values of parameters for q = 4.
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